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1. INTRODUCTION

1.1 General Concepts for Seasonality

Many scholars give empirical or theoretical concepts for seasonality in time series. In daily life, there are many time series data, especially in economic fields, where a phenomenon repeats after a regular period of time. William called it seasonal time series data in [5]. More precisely, for a time series $Y_t$, and $Y_t$ is measured $s$ times a year, $s \geq 1$, and $s$ is called the period. For the observations per period $s$, there are probably distinct means and variances stated by Franses in [4]. For example, the monthly series of average temperature [6] in Dubuque, Iowa, is high for summers and low for winters, and the phenomenon repeats yearly, which gives a seasonal period of 12. Similarly, for my project, the daily lake level of Beaver Lake and the daily max temperature in New York Central Park repeat the respective phenomenon per year, giving seasonal time series with period of 365.

1.2 Definitions

Jonathan and Chan introduced the following definitions in [6]. For a time series \( \{Y_t : t = 0, \pm 1, \pm 2, \pm 3, \ldots \} \), the mean is defined by

\[
\mu_t = E(Y_t) \quad \text{for} \ t = 0, \pm 1, \pm 2, \pm 3, \ldots
\]

where \( \mu_t \) is the expected value of the series at time \( t \).

The variance function is defined by

\[
Var(Y_t) = E[(Y_t - \mu_t)^2] \quad \text{for} \ t = 0, \pm 1, \pm 2, \pm 3, \ldots
\]
The autocovariance function, $\gamma_{t,s}$ is given by

$$\gamma_{t,s} = Cov(Y_t, Y_s) \quad \text{for } t, s = 0, \pm 1, \pm 2, \pm 3, \ldots$$

where $Cov(Y_t, Y_s) = E[(Y_t - \mu_t)(Y_s - \mu_s)]$, and when $t = s$, I have $\gamma_{t,t} = Var(Y_t)$

The autocorrelation function (ACF), $\rho_{t,s}$ is given by

$$\rho_{t,s} = Corr(Y_t, Y_s) \quad \text{for } t, s = 0, \pm 1, \pm 2, \pm 3, \ldots$$

where

$$Corr(Y_t, Y_s) = \frac{Cov(Y_t, Y_s)}{\sqrt{Var(Y_t)Var(Y_s)}} = \frac{\gamma_{t,s}}{\sqrt{\gamma_{t,t}\gamma_{s,s}}}$$

Similarly, sample autocovariance function at lag $k$ is defined as

$$\hat{\gamma}_k = \frac{1}{n} \sum_{t=k+1}^{n} (Y_t - \bar{Y})(Y_{t-k} - \bar{Y}) \quad \text{for } k = 1, 2, \ldots$$

and sample autocorrelation function at lag $k$ is defined as

$$\hat{\rho}_k = \frac{\hat{\gamma}_k}{\hat{\gamma}_0} = \frac{\frac{1}{n} \sum_{t=k+1}^{n} (Y_t - \bar{Y})(Y_{t-k} - \bar{Y})}{\frac{1}{n} \sum_{t=1}^{n} (Y_t - \bar{Y})^2}$$

$$= \frac{\sum_{t=k+1}^{n} (Y_t - \bar{Y})(Y_{t-k} - \bar{Y})}{\sum_{t=1}^{n} (Y_t - \bar{Y})^2}$$

ACF is one useful tool for examining the dependence between the current data and the past lag $k$ data and further specify MA($q$) models. If the autocorrelation function is zero after lag $q$, then $q$ will be chosen as the order of MA model. However, for autoregressive model, the autocorrelations of AR($p$) model will tail off after lag $p$ instead of going to zero. Therefore, Partial autocorrelation function (PACF) at lag $p$ is needed to specify AR($p$)
model. PACF at lag $k$ is defined by

$$
\phi_{kk} = \text{Corr}(Y_t - \beta_1 Y_{t-1} - \beta_2 Y_{t-2} - \cdots - \beta_k Y_{t-k+1},
Y_{t-k} - \beta_1 Y_{t-k+1} - \beta_2 Y_{t-k+2} - \cdots - \beta_k Y_{t-1})
$$

Table 1 summarizes the general behavior of ACF and PACF which are useful in specifying models.

<table>
<thead>
<tr>
<th></th>
<th>AR(p)</th>
<th>MA(q)</th>
<th>ARMA(p,q), p&gt;0, and q&gt;0</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACF</td>
<td>Tails off</td>
<td>Cuts off after lag $q$</td>
<td>Tails off</td>
</tr>
<tr>
<td>PACF</td>
<td>Cuts off after lag $p$</td>
<td>Tails off</td>
<td>Tails off</td>
</tr>
</tbody>
</table>

However, for mixed ARMA models, ACF and PACF have infinitely many nonzero values, making it difficult to specify orders for ARMA models. Thus, the extended autocorrelation method is proposed, but it’s not my main topic for this project.

### 1.3 Stationary

For a stochastic process $\{Y_t\}$, it is called weakly stationary if it satisfies the following two requirements:

1. $E(Y_t)$ is a constant function for any time $t$

2. $\gamma_{t,t-k} = \gamma_{0,k}$ for all time $t$ and lag $k$
which also means $\gamma_{t,s}$ only depends on lag $k$ instead of time $t$.

As we know, one very important example for stationary process is white noise, denoted as $\{e_t\}$. It is a sequence of independently and identically distributed random variables with mean zero and variance $\sigma^2_e$. It is a significant element for ARIMA models.

There are two methods to check stationarity for any time series. Obviously, according to the definition, the easiest one is to check its mean, and observe whether the variance change a lot for a long term. However, it only provides a basic judgement. The other one is called Augmented Dickey-Fuller (ADF) test which assumes the time series $Y_t$ is non-stationary, and $Y_t$ can be approximated by a stationary model after differencing. The null hypothesis of ADF test is non-stationary, and the alternative hypothesis is that $Y_t$ is stationary. Running `adf.test()` in R, gives two critical values in ADF test statistics, p-value and lag $k$. If the p-value is $\leq 0.05$, the null hypothesis is rejected, which means $Y_t$ is stationary after lag $k$. Otherwise, it’s non-stationary. Lag $k$ means $Y_t$ will be stationary on the past $k$ lags from the first difference of the observations. For example, if $k = 1$, it means $Y_t - Y_{t-1}$ is stationary; if $k = 2$, it means $(Y_t - Y_{t-1}) - (Y_{t-1} - Y_{t-2}) = Y_t - 2Y_{t-1} + Y_{t-2}$ is stationary. Note, all codes in R through this thesis are from [6, 9, 10, 11].

In order to better understand a full process of measures needed for a time series, I take out all lake level values of Jan 1st and June 1st of Beaver Lake from 1971 to 2017 as examples in Figure 1.

From Figure 1, the variances of values around 1990 are clearly different from 1970-1985 and years after 2000. Thus, data of the lake level on Jan 1st and June 1st is not stationary from observation. Actually, it’s absolutely normal to have a time series being non-stationary. There are two main useful ways to transform non-stationary to be stationary. The first one is to take difference as mentioned previously. For example, $Y_t$ is a non-stationary time series, a new time series $W_t$ is obtained by taking $d^{th}$ difference, where $W_t = \nabla^d Y_t$, and
\( W_t \) is stationary. When \( d = 1, W_t = \nabla Y_t = Y_t - Y_{t-1} \). The second method is to take power transformation, introduced by Box and Cox in [3]. For any given parameter \( \lambda \), the transformation is defined by

\[
    g(x) = \begin{cases} 
        x^{\lambda-1} / \lambda & \text{for } \lambda \neq 0 \\
        \log x & \text{for } \lambda = 0 
    \end{cases}
\]

The power transformation works only for positive data values. If there are some non-positive values, a positive constant must be added first to all of the data values to make them positive before taking power transformation. Based on power transformation, there is a special case proposed, taking logarithm, which is mostly used for percentage data. Besides, after logarithm is applied, the distribution of \( Y_t \) will behave better, and the effects of extrema and outliers will be reduced.

Based on Table 2, with Augmented Dickey-Fuller Test, after taking \( Z_t = Y_t - Y_{t-1} \), the new time series becomes stationary with p-value= 0.01 < 0.05. Thus, I reject \( H_0 : Z \) is non-stationary.
Table 2: ADF Test Results for Y and Z on Jan 1st

<table>
<thead>
<tr>
<th>data</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dickey-Fuller</td>
<td>-2.7591</td>
<td>-6.0423</td>
</tr>
<tr>
<td>Lag order</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>p-value</td>
<td>0.2716</td>
<td>0.01</td>
</tr>
</tbody>
</table>

alternative hypothesis: stationary stationary

1.4 ARMA and ARIMA

Moving Average—MA

Suppose there is a time series $Y_t$, it could be written as the form of

$$Y_t = e_t - \theta_1 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q} = \sum_{j=0}^{q} \theta_j e_{t-j}$$

where $\theta_0 = 1$ and $e_t$ is called white noise with mean zero and variance $\sigma^2_e$, and $Y_t$ is called a moving average model with order $q$. Note, in R, you will get $-\theta_1, \ldots, -\theta_q$ as the output.

According to section 1.2, for MA(1) model $Y_t = e_t - \theta e_{t-1}$,

$$E(Y_t) = E(e_t - \theta e_{t-1}) = 0$$
since $e_t, e_{t-1}$ are white noise with mean zero. Similarly,

\[ Var(Y_t) = Var(e_t - \theta e_{t-1}) = \sigma_e^2(1 + \theta^2) = \gamma_0 \]

\[ \gamma_1 = Cov(Y_t, Y_{t-1}) = Cov(e_t - \theta e_{t-1}, e_{t-1} - \theta e_{t-2}) \]

\[ = Cov(-\theta e_{t-1}, e_{t-1}) = -\theta \sigma_e^2 \]

\[ \gamma_2 = Cov(Y_t, Y_{t-2}) = Cov(e_t - \theta e_{t-1}, e_{t-2} - \theta e_{t-3}) \]

\[ = 0 \]

\[ \rho_0 = 1 \]

\[ \rho_1 = \frac{\gamma_1}{\gamma_0} = \frac{-\theta}{1 + \theta^2} \]

\[ \rho_k = \gamma_k = 0 \quad \text{for } k \geq 2 \]

The above are some common properties for MA(1). Similarly, I can obtain $E(Y_t), Var(Y_t), \gamma_k$ and $\rho_k$ for MA(2) and even MA(q). For the moving average model with order 2: $Y_t = e_t - \theta_1 e_{t-1} - \theta_2 e_{t-2}$

\[ E(Y_t) = E(e_t - \theta_1 e_{t-1} - \theta_2 e_{t-2}) = 0 \]

\[ \gamma_0 = Var(Y_t) = Var(e_t - \theta_1 e_{t-1} - \theta_2 e_{t-2}) \]

\[ = \sigma_e^2(1 + \theta_1^2 + \theta_2^2) \]

\[ \gamma_1 = Cov(Y_t, Y_{t-1}) \]

\[ = Cov(e_t - \theta_1 e_{t-1} - \theta_2 e_{t-2}, e_{t-1} - \theta_1 e_{t-2} - \theta_2 e_{t-3}) \]

\[ = Cov(-\theta_1 e_{t-1} - \theta_2 e_{t-2}, e_{t-1} - \theta_1 e_{t-2}) \]

\[ = (-\theta_1 + \theta_1 \theta_2) \sigma_e^2 \]
\[ \gamma_2 = Cov(Y_t, Y_{t-2}) \]
\[ = Cov(e_t - \theta_1 e_{t-1} - \theta_2 e_{t-2}, e_{t-2} - \theta_1 e_{t-3} - \theta_2 e_{t-4}) \]
\[ = Cov(-\theta_2 e_{t-2}, e_{t-2}) \]
\[ = -\theta_2 \sigma_e^2 \]
\[ \rho_0 = 1 \]
\[ \rho_1 = \frac{\gamma_1}{\gamma_0} = \frac{-\theta_1 + \theta_1 \theta_2}{1 + \theta_1^2 + \theta_2^2} \]
\[ \rho_2 = \frac{\gamma_2}{\gamma_0} = \frac{-\theta_2}{1 + \theta_1^2 + \theta_2^2} \]
\[ \gamma_k = \rho_k = 0 \quad \text{for } k \geq 2 \]

For moving average model with order q:

\[ Y_t = e_t - \theta_1 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q} \]

\[ E(Y_t) = E(e_t - \theta_1 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q}) = 0 \]
\[ \gamma_0 = Var(Y_t) = \sigma_e^2 (1 + \theta_1^2 + \theta_2^2 + \cdots + \theta_q^2) \]
\[ \gamma_k = Cov(Y_t, Y_{t-k}) = \sigma_e^2 (-\theta_k + \theta_1 \theta_{k+1} + \theta_2 \theta_{k+2} + \cdots + \theta_{q-k} \theta_q) \quad \text{for } k \leq q \]
\[ \rho_k = \frac{\gamma_k}{\gamma_0} = \frac{-\theta_k + \theta_1 \theta_{k+1} + \theta_2 \theta_{k+2} + \cdots + \theta_{q-k} \theta_q}{1 + \theta_1^2 + \theta_2^2 + \cdots + \theta_q^2} \quad \text{for } k \leq q \]
\[ \gamma_k = \rho_k = 0 \quad \text{for } k > q \]

**Autoregressive—AR**

If a time series \( Y_t \) could be written as a linear combination of its own \( p \) past values, that is,

\[ Y_t = \phi_1 Y_{t-1} + \phi_2 Y_{t-2} + \cdots + \phi_p Y_{t-p} + e_t \]
where $e_t$ is an innovation that is not explained by the past values, which means $e_t$ is independent of $Y_{t-1}, Y_{t-2}, \ldots$. Then $Y_t$ is called autoregressive process. Considering AR model with order 1 and order 2, $Y_t = \phi Y_{t-1} + e_t$, and $Y_t = \phi_1 Y_{t-1} + \phi_2 Y_{t-2} + e_t$, their respective $E(Y_t), Var(Y_t), \gamma_k$ and $\rho_k$ are listed as following in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>AR(1)</th>
<th>AR(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E(Y_t)$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\gamma_0$</td>
<td>$\frac{\sigma^2}{1 - \phi_2}$</td>
<td>$\frac{1 - \phi_2}{1 + \phi_2 (1 - \phi_2)^2 - \phi^2_1}$</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>$\frac{\phi \sigma^2}{1 - \phi_2}$</td>
<td>$\frac{\phi_1}{1 + \phi_2 (1 - \phi_2)^2 - \phi^2_1}$</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>0</td>
<td>$\frac{\phi^2_1 + \phi_2 - \phi^2_1}{1 + \phi_2 (1 - \phi_2)^2 - \phi^2_1}$</td>
</tr>
<tr>
<td>$\rho_0$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>$\frac{\phi}{1 - \phi_2}$</td>
<td>$\frac{\phi_1}{1 - \phi_2}$</td>
</tr>
<tr>
<td>$\rho_2$</td>
<td>0</td>
<td>$\frac{\phi^2_1 + \phi_2 - \phi^2_1}{1 - \phi_2}$</td>
</tr>
<tr>
<td>$\gamma_k = \rho_k (k &gt; 2)$</td>
<td>0</td>
<td>Decay</td>
</tr>
</tbody>
</table>

For AR(p) model, $Y_t = \phi_1 Y_{t-1} + \phi_2 Y_{t-2} + \cdots + \phi_p Y_{t-p} + e_t$, I only give general Yule-Walker equations here instead of more details for $\gamma_k$ and $\rho_k$, and these equations are useful in next section, parameter estimation.

For any $k \geq 1$, the Yule-Walker equation is given by:

$$\rho_k = \phi_1 \rho_{k-1} + \phi_2 \rho_{k-2} + \cdots + \phi_p \rho_{k-p}$$
Autoregressive Moving Average—ARMA

For some time series, it could be a combination of autoregressive and moving average. Like,

\[ Y_t = \phi_1 Y_{t-1} + \phi_2 Y_{t-2} + \cdots + \phi_p Y_{t-p} + e_t - \theta_1 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q} \]

which is called a mixed autoregressive moving average model with orders \( p \) and \( q \) respectively. I abbreviate such a time series as ARMA(p,q).

Considering ARMA(1,1) as one example,

\[ Y_t = \phi Y_{t-1} + e_t - \theta e_{t-1} \]

obviously, \( Y_t \) has mean zero. To obtain \( \gamma_0 \), take variance for the previous equation and get the following result:

\[ \gamma_0 = \phi^2 \gamma_0 + \sigma_e^2 + \theta^2 \sigma_e^2 + 2\phi E(Y_{t-1}e_t) - 2\phi \theta E(Y_{t-1}e_{t-1}) \]

Clearly, \( E(Y_{t-1}e_t) \) and \( E(Y_{t-1}e_{t-1}) \) need to be figured out first to solve \( \gamma_0 \). \( E(Y_{t-1}e_t) = 0 \) since \( e_t \) is independent of \( Y_{t-1} \).

\[ E(Y_{t-1}e_{t-1}) = E[\epsilon_{t-1}(\phi Y_{t-2} + e_{t-1} - \theta e_{t-2})] \]

\[ = \sigma_e^2 \]
Then, we have

\[
\gamma_0 - \phi^2 \gamma_0 = \sigma_e^2 + \theta^2 \sigma_e^2 - 2\phi \theta \sigma_e^2
\]

\[
(1 - \phi^2)\gamma_0 = \sigma_e^2 (1 + \theta^2 - 2\theta \phi)
\]

\[
\gamma_0 = \frac{\sigma_e^2 (1 + \theta^2 - 2\theta \phi)}{1 - \phi^2}
\]

To solve \(\gamma_1\), we need to multiply \(Y_t = \phi Y_{t-1} + e_t - \theta e_{t-1}\) by \(Y_{t-1}\) and do similar steps, giving

\[
\gamma_1 = \phi \gamma_0 - \theta \sigma_e^2
\]

Combining with equation \(\gamma_0 = \frac{\sigma_e^2 (1 + \theta^2 - 2\theta \phi)}{1 - \phi^2}\) yields

\[
\gamma_1 = \frac{(\phi - \theta)(1 - \theta \phi)}{1 - \phi^2} \sigma_e^2
\]

Based on \(\gamma_0\) and \(\gamma_1\), we can obtain \(\rho_0 = 1\) and \(\rho_1 = \frac{(\phi - \theta)(1 - \theta \phi)}{(1 + \theta^2 - 2\theta \phi)}\). For \(k \geq 2\), we need to multiply the equation \(Y_t = \phi Y_{t-1} + e_t - \theta e_{t-1}\) by \(Y_{t-k}\), it yields

\[
\gamma_k = \phi \gamma_{k-1}
\]

Further, we can have

\[
\gamma_k = \frac{(\phi - \theta)(1 - \theta \phi) \phi^{k-1}}{1 - \phi^2} \sigma_e^2
\]

\[
\rho_k = \frac{(\phi - \theta)(1 - \theta \phi) \phi^{k-1}}{(1 + \theta^2 - 2\theta \phi) \phi^{k-1}}
\]
Integrated Autoregressive Moving Average—ARIMA

A time series $Y_t$ is said to be integrated autoregressive moving average (ARIMA($p,d,q$)) if it is stationary after the $d$th difference with $W_t = \nabla^d Y_t$, where $W_t$ follows ARMA($p,q$). Usually, we take $d = 1$ and at most 2.

Considering ARIMA($p,1,q$),

$$W_t = \phi_1 W_{t-1} + \phi_2 W_{t-2} + \cdots + \phi_p W_{t-p}$$

$$+ \epsilon_t - \theta_1 \epsilon_{t-1} - \theta_2 \epsilon_{t-2} - \cdots - \theta_q \epsilon_{t-q}$$

where $W_t = \nabla Y_t = Y_t - Y_{t-1}$. It could be written as

$$Y_t = (1 + \phi_1)Y_{t-1} + (\phi_2 - \phi_2)Y_{t-2} + (\phi_3 - \phi_2)Y_{t-3} + \cdots$$

$$+ \epsilon_t - \theta_1 \epsilon_{t-1} - \theta_2 \epsilon_{t-2} - \cdots - \theta_q \epsilon_{t-q}$$

Besides, $Y_t = Y_{t-1} + \epsilon_t - \theta \epsilon_{t-1}$ for IMA(1,1), $Y_t = (1 + \phi)Y_{t-1} - \phi Y_{t-2} + \epsilon_t$ for ARI(1,1), and $Y_t = (1 + \phi)Y_{t-1} + \epsilon_t - \theta \epsilon_{t-1}$ for ARIMA(1,1,1).

According to Table 1: Behavior Summary of ACF and PACF for ARMA models, I assume the time series $Z$ follows MA(1) model from Figure 2 and the codes for ACF is in [11], which also means time series $Y$ follows IMA(1,1), but I still need to obtain estimates of parameters.
1.5 Parameter Estimation

The Method of Moments

The method of moments is one of the easiest method for obtaining parameter estimates, although it’s not the most sufficient. The essence of method of moments is to equate sample moments to corresponding theoretical moments, and then solving the equations to obtain estimates of unknown parameters.

For AR(1) model, based on Table 2, $\rho_1 = \phi$, if I equate $\rho_1$ to be $r_1$, the lag 1 sample autocorrelation. Then, $\phi$ is estimated by

$$\hat{\phi} = r_1$$

Now, considering AR(2) model, $Y_t = \phi_1 Y_{t-1} + \phi_2 Y_{t-2} + \epsilon_t$, by the Yule-Walker equations
defined previously, taking $k = 1, 2$ gives

\begin{align*}
\rho_1 &= \phi_1 + \rho_1 \phi_2 \\
\rho_2 &= \rho_1 \phi_1 + \phi_2
\end{align*}

Replacing $\rho_k$ by $r_k$ gives

\begin{align*}
r_1 &= \phi_1 + r_1 \phi_2 \\
r_2 &= r_1 \phi_1 + \phi_2
\end{align*}

Then, solving the above equations to obtain estimations for $\phi_1$ and $\phi_2$ given by

\begin{align*}
\hat{\phi}_1 &= \frac{r_1(1-r_2)}{1-r_1^2} \quad \text{and} \quad \hat{\phi}_2 = \frac{r_2-r_1^2}{1-r_1^2}
\end{align*}

Running code `ar(data, order.max, AIC, method)` in R language called gives Method-of-Moments estimates.

Considering MA(1) model, $Y_t = e_t - \theta e_{t-1}$, and we also know that $\rho_1 = -\frac{\theta}{1+\theta^2}$.

Equating $\rho_1 = r_1$ yields a quadratic equation $r_1 \theta^2 + \theta + r_1 = 0$.

If $|r_1| < 0.5$, there will be real roots, and

\[ \hat{\theta} = \frac{-1 \pm \sqrt{1 - 4r_1^2}}{2r_1} \]

If $|r_1| = 0.5$, we will have $\hat{\theta} = \pm 1$. If $|r_1| > 0.5$, there is no real roots, and it also means I cannot get estimates for MA(1) model, so the MA(1) model is probably not good.

For higher order MA models, $Y_t = e_t - \theta_1 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q}$, similarly I have

\[ \gamma_0 = (1 + \theta_1^2 + \theta_2^2 + \cdots + \theta_q^2) \sigma_e^2 \]
and

\[ \rho_q = \begin{cases} \frac{-\theta_k + \theta_{k+1} + \theta_{k+2} + \cdots + \theta_q \theta_{k+q}}{1 + \theta_1^2 + \theta_2^2 + \cdots + \theta_q^2}, & \text{for } k = 1, 2, \ldots, q \\ 0, & \text{for } k > q \end{cases} \]

I can use the above equations to obtain estimates for \( \theta \).

Considering ARMA(1,1), \( Y_t = \phi Y_{t-1} + e_t - \theta e_{t-1} \). We know

\[ \rho_k = \frac{(1 - \theta \phi)(\phi - \theta)}{1 - 2\theta \phi + \theta^2} \phi^{k-1} \quad \text{for } k \geq 1 \]

The estimation of \( \hat{\phi} \) is \( \frac{r_1}{\rho_1} \), because \( \frac{\rho_2}{\rho_1} = \phi \). Besides, when \( k = 1 \),

\[ r_1 = \frac{(1 - \theta \phi)(\phi - \theta)}{1 - 2\theta \phi + \theta^2} \phi \]

it’s a quadratic equation with \( \theta \). After calculation, if \( \Delta \geq 0 \), the estimate of \( \hat{\theta} \) is given by :

\[ \hat{\theta} = \frac{(\hat{\phi}^2 + 1 - 2\hat{\phi} r_1) \pm \sqrt{\Delta}}{2(\hat{\phi} - r_1)} \quad \text{where } \Delta = (2\hat{\phi} r_1 - 1 - a^2)^2 - 4(\hat{\phi} - r_1)^2 \]

**Maximum Likelihood**

For any time series, \( Y_1, Y_2, \ldots, Y_n \), the likelihood function \( L \) is defined by the joint pdf with unknown parameters, \( L = f(y|\theta, \mu, \sigma^2) \). The maximum likelihood estimators, \( \hat{\phi}, \hat{\theta}, \hat{\mu}, \hat{\sigma}^2 \), are obtained by maximizing the likelihood function \( L \).

**Least Squares**

The conditional log-likelihood function \( l_\ast \) in [7, 8] is defined as

\[ l_\ast = -\frac{n}{2} ln(\sigma^2_e) - \frac{S_\ast(\hat{\phi}' s, \hat{\theta}' s, \hat{\mu})}{\sigma^2_e} \]
where \( S_s(\hat{\phi}'s, \hat{\theta}'s, \hat{\mu}) = \sum_{t=1}^{n} e_t^2(\hat{\phi}'s, \hat{\theta}'s, \hat{\mu}) \) is called conditional sum-of-squares function in [7] and [8].

Running code \texttt{arima(data, order, method)} in R, with methods CSS and ML, gives corresponding least squares estimates and maximum likelihood estimates.

Table 4 shows different estimates with the above three different methods for Jan 1st, Jan 5th and Jan 17th. It seems that there are not much difference among different estimates methods, but Method-of-Moments doesn’t do very well for the parameter estimation. In this project, I use Maximum Likelihood Estimates or Least Squares Estimates for our models.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta )</td>
<td>NA</td>
<td>1.1076</td>
<td>1</td>
</tr>
<tr>
<td>( \phi_1 )</td>
<td>-0.8907</td>
<td>-0.9966</td>
<td>-0.9377</td>
</tr>
<tr>
<td>( \phi_2 )</td>
<td>-0.5658</td>
<td>-0.6117</td>
<td>-0.6219</td>
</tr>
<tr>
<td>( \phi_3 )</td>
<td>-0.5202</td>
<td>-0.5293</td>
<td>-0.5848</td>
</tr>
<tr>
<td>( \phi_4 )</td>
<td>-0.3465</td>
<td>-0.3573</td>
<td>-0.3783</td>
</tr>
<tr>
<td>( \phi )</td>
<td>-0.413</td>
<td>-0.3516</td>
<td>-0.3183</td>
</tr>
<tr>
<td>( \theta )</td>
<td>0.428</td>
<td>0.7473</td>
<td>0.7532</td>
</tr>
</tbody>
</table>
1.6 Model Diagnostics

Model diagnostics is proposed to test the goodness of fit of a model. If the fit is poor, it means appropriate modifications or improvements are necessary to take. For this project, a main approach of diagnostics, analysis of residuals from the fitted model, is proposed. There is one important criteria of model specification needed to be proposed first. Akaike’s Information Criteria (AIC) [6, 11] is the most studied approach to model specification.

\[
AIC = -2 \log(\text{maximum likelihood}) + 2(p + q + 1)
\]

where \(p, q\) are orders from ARMA model. Higher orders \(p, q\) will offer penalty for AIC, but \(-2\log(\text{maximum likelihood})\) will make up for it greatly. In R, \texttt{auto.arima(data)} [6] automatically gives a model with least AIC whose residuals will be analysed for model diagnostics.

There are three main approaches for residuals analysis: plots of residuals, the normality of residuals, and sample ACF for residuals. Checking residuals is usually the first step. If most residuals are approaching to zero, the model is not bad. Besides, it’s also necessary to check the normality of the residuals. There are various methods: \texttt{qqnorm}, \texttt{qqline}, histogram and Shapiro-Wilk normality test (\texttt{Shapiro.test()} in R). Finally, for a good model, the sample autocorrelations are approximately uncorrelated.

With MLE method, lake level data of Jan 1st from 1971 to 2017 follows IMA(1,1) model with least AIC= 313.22, Table 5 gives details of the model. The standardized residuals plot supports the model in Figure 3, since no trends are present and most residuals are around zero. Besides, the quantile-quantile plot shows the points follow the straight line. In addition, the Shapiro-Wilk normality test yielding a result, I get \(W = 0.98031\) and corresponding p-value is \(0.6186 > 0.05\). Thus, we cannot reject the normality according to the test.
Table 5: Maximum Likelihood Estimation of IMA(1,1) Model for Jan 1st

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>IMA(1,1)</th>
<th>Intercept</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.000</td>
<td>0.0779</td>
</tr>
<tr>
<td>s.e.</td>
<td>0.089</td>
<td>0.0704</td>
</tr>
</tbody>
</table>

$\sigma^2$ estimated as 42.82 : log likelihood =-153.61, aic = 313.22

Finally, from Figure 4, the ACF residuals shows no correlation since they are all inside the bounds. In other words, we can forecast the lake level on Jan 1st, 2018 based on IMA(1,1) in next section.
1.7 Forecasting

The main purpose of building a model for a time series is to make precise predictions for the series in the future. In my thesis, there are three modeling methods: regression method, functional ARIMA method and multiplicative seasonal ARIMA method. For all three methods, minimizing square error is the main principle for prediction.

Next, I will use IMA(1,1) model to make predictions as one example. Figure 5 displays the forecasted value of the time series together with upper and lower 95% bounds. With Table 5, we know $Y_t = 0.0779 + e_t - e_{t-1} + Y_{t-1}$. We can have one-step-ahead forecast for the IMA(1,1) model expressed as

$$\hat{Y}_t(1) = \mu - \theta e_t = 0.0779 + e_t + Y_{t-1}.$$
We can have one-step-ahead forecast from R language as 1113.005458. With similar steps,

we can get models and prediction for everyday in 2018, which will be introduced in detail in
section application to lake level of beaver lake with functional ARIMA method.

Figure 5: Forecast for IMA(1,1) for Jan 1st, 2018
2. APPLICATION TO WEATHER DATA IN NYCP

I collected daily maximum temperature data for New York Central Park from 1870-2017 [1], and try to do analysis and make predictions based on what I mentioned in the introduction. Obviously, there are a bunch of various temperature for the park, and I consider the maximum temperature per day. Noticing there are some missing values during Sep 10th - Dec 31th in 2011, and Jun 28th - Dec 31th in 1949. In order to make our data complete and conduct our analysis better, it’s absolutely necessary for us to fill these missing values. To improve accuracy of data I will fill in, I will make prediction for per day’s maximum temperature based on all maximum temperature values of the same day prior to the present years. That is to say, if I want to replace NAN on Jun 28th in 1949 with a number, called A, then I need to make a prediction for A based on a time series which is made up with all values on Jun 28th from 1870 to 1948. For each time series model, there is a ARIMA model with least AIC, and I will give a prediction for number A according to the model, which is how I make the data complete. Next, I will use three different methods: regression method, functional ARIMA method, multiplication seasonal ARIMA method, to do analysis for weather data in New York Central Park.

2.1 Regression Method

For regression method, I consider the data as three parts:

\[ Y_t = M_t + S_t + X_t + \epsilon \]

where \( M_t \) is a polynomial of the deterministic or trend, \( S_t \) represents seasonality, \( X_t \) is a stationary ARIMA model, and \( \epsilon \) is the error term.

In order to have a good overview for the maximum temperature trend in New York Central Park from 1870 to 2017, I plot its temperature in the first and last 10 years, and
maximum temperature from 2013 to 2017 as examples in Figure 6 and Figure 7 respectively. Note, the unit of maximum temperature is 0.1°C.

Figure 6: Graph for NYCP 1870-1879 and 2008-2017

Figure 7: Graph for NYCP 2013-2017
From the above graphs, the max temperature trend is approximately harmonic with slight differences for each year. Thus, I will deal with it as a harmonic model via a trend with regression method, where

\[ M_t = 145.7 + 1.104 \times 10^{-3} \times t - 9.52 \times 10^{-9} \times t^2 \]

\( S_t \) is a harmonic series,

\[ S_t = -0.0737 - 122.7512\cos(2\pi t) - 3.5284\cos(4\pi t) - 45.0796\sin(2\pi t) - 1.0359\sin(4\pi t) \]

With models of \( M_t \) and \( S_t \), I tried plotting a fitting graph with observations from 2007 to 2017 as displayed in Figure 8.

However, the model doesn’t fit well for the extrema. Thus, I need to model the residuals

Figure 8: Improved Cosine Trend for NYCP 2007-2017

to minimize error term. Mean of \( X_t = -9.592372 \times 10^{-17} \), it’s almost zero. After modeling,
$X_t$ follows a stationary ARMA(2,3) with parameters as followed in Table 6.

<table>
<thead>
<tr>
<th></th>
<th>ar1</th>
<th>ar2</th>
<th>ma1</th>
<th>ma2</th>
<th>ma3</th>
</tr>
</thead>
<tbody>
<tr>
<td>estimate</td>
<td>1.4023</td>
<td>-0.4303</td>
<td>-0.7788</td>
<td>-0.1750</td>
<td>0.0439</td>
</tr>
<tr>
<td>s.e.</td>
<td>0.0395</td>
<td>0.0340</td>
<td>0.0400</td>
<td>0.0117</td>
<td>0.0148</td>
</tr>
</tbody>
</table>

I forecast daily values for 2018 with $Y_t = M_t + S_t + X_t + \epsilon$, and there is a comparison between real values and the forecasted in Figure 9.

From the comparison, our predictions work well for most dates except some days in February.

![Figure 9: Prediction VS Observations NYCP](image)

To explore what happened in February, I checked weather data for the past 20 years, and found that the maximum temperature values in some days of February reach the highest in 2018, which is why I cannot forecast perfectly for this period based on the past values. In next chapter, for lake level data, something similar happened as well. A detailed forecasting of maximum temperature in NYCP from Jan 1st to Feb 11th in 2018 with this method is
given in Appendix A.

### 2.2 Functional ARIMA Method

For functional ARIMA, assuming

\[ Y_i(t) = V_i(t) + \epsilon_i \]

where \( t = 1, 2, \ldots, 365 \), and \( i = 1870, 1871, \ldots, 2017 \).

After running \texttt{adf.test()} in R, for any specific year \( i \), \( Y_i(t) \) is stationary after lag 1. Besides, data on most dates in the past 148 years, follow similar ARIMA models displayed in Table 7. Even though there are 15 different models for each year, there are not much differences between their orders, and the model with more parameters will improve its accuracy.

Similarly, with any specific \( t \), \( Y_i(t) \) is stationary after lag 1, and there are 20 distinct ARIMA models in total in Table 8. For example, there are 165 dates following IMA(1,1) model. Thus, it’s hopeful for me to seek a general model suitable for any date.

<table>
<thead>
<tr>
<th>Models</th>
<th>IMA(1,2)</th>
<th>IMA(1,3)</th>
<th>ARIMA(1,1,1)</th>
<th>RIMA(1,1,2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>14</td>
<td>22</td>
<td>13</td>
<td>22</td>
</tr>
<tr>
<td>Models</td>
<td>RIMA(1,1,3)</td>
<td>ARIMA(2,1,1)</td>
<td>ARIMA(2,1,2)</td>
<td>ARIMA(2,1,4)</td>
</tr>
<tr>
<td>Number</td>
<td>8</td>
<td>30</td>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td>Models</td>
<td>ARIMA(3,1,1)</td>
<td>ARIMA(3,1,2)</td>
<td>ARIMA(3,1,3)</td>
<td>ARIMA(3,1,4)</td>
</tr>
<tr>
<td>Number</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Models</td>
<td>ARIMA(4,1,1)</td>
<td>RIMA(4,1,4)</td>
<td>ARIMA(4,1,5)</td>
<td></td>
</tr>
<tr>
<td>Number</td>
<td>6</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
### Table 8: NYCP Lake ARIMA Models Summary

<table>
<thead>
<tr>
<th>Model</th>
<th>Number</th>
<th>Dates</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMA(1,1)</td>
<td>165</td>
<td>The rest</td>
</tr>
<tr>
<td>IMA(1,2)</td>
<td>18</td>
<td>03/22, 04/10, 04/21, 05/06, 05/15, 06/05, 07/06, 02/07/09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>07/21, 07/29, 07/30, 08/08, 02/10, 04/08, 09/11/01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11/14, 12/11</td>
</tr>
<tr>
<td>IMA(1,4)</td>
<td>1</td>
<td>10/05</td>
</tr>
<tr>
<td>ARIMA(1,1,1)</td>
<td>14</td>
<td>01/03, 05/17, 07/05, 10/07, 20/07, 25/09, 04/09/05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>09/12, 09/21, 10/06, 10/13, 11/06</td>
</tr>
<tr>
<td>ARIMA(1,1,2)</td>
<td>9</td>
<td>06/11, 07/19, 10/07, 13/11, 04/11, 19/11, 31/12/01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13/06</td>
</tr>
<tr>
<td>ARIMA(2,1,0)</td>
<td>1</td>
<td>09/17</td>
</tr>
<tr>
<td>ARIMA(2,1,1)</td>
<td>27</td>
<td>01/11, 01/29, 06/02, 11/02, 19/02, 24/02, 25/04/14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>04/15, 04/20, 05/03, 14/05, 24/05, 25/05, 30/08/1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>08/20, 08/24, 08/25, 09/09, 20/09, 27/10, 24/10/25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11/27, 12/21, 21/12, 29</td>
</tr>
<tr>
<td>ARIMA(2,1,2)</td>
<td>6</td>
<td>02/12, 02/28, 05/05, 16/06, 10/12/07</td>
</tr>
<tr>
<td>ARIMA(2,1,3)</td>
<td>2</td>
<td>07/16, 11/16</td>
</tr>
<tr>
<td>ARIMA(3,1)</td>
<td>14</td>
<td>01/20, 02/26, 05/16, 03/06, 05/12, 28/07/14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>09/18, 09/25, 10/20, 10/27, 11/12</td>
</tr>
<tr>
<td>ARIMA(3,1,1)</td>
<td>23</td>
<td>01/04, 01/05, 01/26, 01/02, 05/02, 16/02, 18/02/23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>03/12, 03/14, 07/06, 07/27, 22/08, 03/08, 10/09/03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>09/28, 11/05, 08/12, 26/12, 30</td>
</tr>
<tr>
<td>ARIMA(3,1,2)</td>
<td>6</td>
<td>03/16, 07/18, 07/28, 12/05/12, 10/07</td>
</tr>
<tr>
<td>ARIMA(3,1,3)</td>
<td>1</td>
<td>11/20</td>
</tr>
<tr>
<td>ARIMA(4,1,0)</td>
<td>15</td>
<td>01/06, 01/08, 01/19, 01/28, 04/30, 05/26, 06/14/24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>08/12, 09/22, 10/10, 26/12, 12/12/14</td>
</tr>
<tr>
<td>ARIMA(4,1,1)</td>
<td>18</td>
<td>01/30, 03/11, 03/29, 04/17, 08/22, 05/18/05, 28/06/04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>06/05, 08/18, 06/09, 14/14, 02/12, 03/11/13, 11/25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12/20, 12/24</td>
</tr>
<tr>
<td>ARIMA(4,1,2)</td>
<td>1</td>
<td>08/05</td>
</tr>
<tr>
<td>ARI(5,1)</td>
<td>29</td>
<td>01/02, 01/16, 01/18, 01/23, 01/27, 01/31, 02/13, 03/03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>05/08, 05/09, 05/19, 06/02, 06/17, 06/25, 06/29/07/03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>07/04, 07/12, 07/13, 08/07, 11/08, 22/10/01, 10/03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10/04, 11/23, 12/13, 12/19</td>
</tr>
<tr>
<td>ARIMA(5,1,1)</td>
<td>12</td>
<td>01/09, 02/14, 03/15, 03/18, 05/10, 12/05, 12/05/02, 06/12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>08/06, 08/26, 11/24, 12/14</td>
</tr>
<tr>
<td>ARIMA(5,1,2)</td>
<td>2</td>
<td>01/14, 06/19</td>
</tr>
<tr>
<td>ARIMA(5,1,3)</td>
<td>1</td>
<td>10/21</td>
</tr>
</tbody>
</table>
According to Table 7 and Table 8, in the general model ARIMA(p,d,q), undoubtedly, \( d = 1 \), since the time series with any specific \( t \) or \( i \) is stationary with after taking the first difference. The highest order for \( p \) is 5, and it accounts for a lot. Thus, I could take \( p = 5 \). For \( q \) value, the highest order is also 5. However, it works in only one model, and it seems that \( q = 2 \) and \( q = 3 \) accounts for a large proportion. Clearly, \( q = 3 \) is a better choice than \( q = 2 \) since it will improve accuracy with one more parameter. Thus, I consider a general model ARIMA(5,1,3) or ARIMA(5,1,5). In order to choose a more suitable one, I compared them with maximum temperature in most dates and most years randomly. Here, a comparison result for Mar 2nd from 1870 to 2017 is given in Table 9.

<table>
<thead>
<tr>
<th>ar1</th>
<th>ar2</th>
<th>ar3</th>
<th>ar4</th>
<th>ar5</th>
<th>ma1</th>
<th>ma2</th>
<th>ma3</th>
</tr>
</thead>
<tbody>
<tr>
<td>estimate</td>
<td>-0.6756</td>
<td>-0.6174</td>
<td>-0.0446</td>
<td>-0.1009</td>
<td>-0.1382</td>
<td>-0.2727</td>
<td>-0.0665</td>
</tr>
<tr>
<td>s.e.</td>
<td>0.3959</td>
<td>0.3912</td>
<td>0.1215</td>
<td>0.1122</td>
<td>0.0962</td>
<td>0.3972</td>
<td>0.5999</td>
</tr>
</tbody>
</table>

\( \sigma^2 \) estimated as 2981, log likelihood=-796.43, aic=1608.85

<table>
<thead>
<tr>
<th>ar1</th>
<th>ar2</th>
<th>ar3</th>
<th>ar4</th>
<th>ar5</th>
<th>ma1</th>
<th>ma2</th>
<th>ma3</th>
<th>ma4</th>
<th>ma5</th>
</tr>
</thead>
<tbody>
<tr>
<td>estimate</td>
<td>-0.4081</td>
<td>-0.4346</td>
<td>-0.3821</td>
<td>-0.9442</td>
<td>-0.1274</td>
<td>-0.5295</td>
<td>0.0069</td>
<td>-0.0152</td>
<td></td>
</tr>
<tr>
<td>s.e.</td>
<td>0.0820</td>
<td>0.0507</td>
<td>0.0514</td>
<td>0.0541</td>
<td>0.0886</td>
<td>0.0501</td>
<td>0.0528</td>
<td>0.0379</td>
<td></td>
</tr>
</tbody>
</table>

\( \sigma^2 \) estimated as 2654, log likelihood=-791.67, aic=1603.34
The automatically given model by R is IMA(1,1) with $AIC = 1600.62$. For models, ARIMA(5,1,3) and ARIMA(5,1,5), though there are some differences among parameters, the discrimination among AIC values is small and ARIMA(5,1,5) has the least AIC, which works for most dates and years. Thus, model ARIMA(5,1,5) becomes the general one. Based on the general model, I forecast for 2018 with 95% confidence level and make a comparison with observations in Figure 10.

![Figure 10: Prediction VS Observations NYCP Func-ARIMA](image)

From the comparison, almost all observations are inside the bounds except 5 points. Thus, we can believe the model and forecasting.

### 2.3 Multiplicative Seasonal ARIMA Method

Multiplicative ARIMA model is to combine seasonal and non-seasonal ARIMA models, which not only considers seasonal effects on the current but also neighborhood effects on
the current data. A multiplicative ARMA is denoted as ARIMA \((p, q) \times (P, Q)\) model with seasonal period \(s\). In R, \(s\) is required to be less than 350. Actually, when \(s > 200\), the prediction is less accurate. Thus, the data of daily maximum temperature in New York Central Park is divided into weekly data where the average is taken for per week, and the new data is a seasonal time series with period 52. The Table 10 shows ARIMA\((4, 0, 1) \times (4, 0, 1)_{52}\) for the new time series.

Table 10: Multiplicative Seasonal Model NYCP

<table>
<thead>
<tr>
<th></th>
<th>ar1</th>
<th>ar2</th>
<th>ar3</th>
<th>ar4</th>
<th>ma1</th>
<th>sar1</th>
<th>sar2</th>
<th>sar3</th>
</tr>
</thead>
<tbody>
<tr>
<td>estimate</td>
<td>0.5481</td>
<td>-0.0224</td>
<td>0.0165</td>
<td>0.0310</td>
<td>-0.3140</td>
<td>0.9375</td>
<td>-0.0027</td>
<td>0.0172</td>
</tr>
<tr>
<td>s.e.</td>
<td>0.2179</td>
<td>0.0526</td>
<td>0.0176</td>
<td>0.0153</td>
<td>0.2192</td>
<td>0.0119</td>
<td>0.0156</td>
<td>0.0156</td>
</tr>
<tr>
<td>sar4</td>
<td>0.0467</td>
<td>-0.9083</td>
<td>164.7003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s.e.</td>
<td>0.0118</td>
<td>0.0058</td>
<td>NaN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From the EACF of residuals in Table 11, the residuals follows ARMA\((0,0)\), which means there is no trend for the residuals. Besides, The Ljung-Box test [2] for this model gives a chi-square of 0.014739 with 1 degree of freedom, and p-value of 0.9034. The null hypothesis of Ljung-Box is that the model does not show lack of fit; the alternative hypothesis is that the model is lack of fit. The test result indicates the model is fine and has captured the dependence in the time series. I also checked histogram and qqnorm for residuals, there is nothing wrong. Thus, I can make predictions for 2018 based on the model.

Figure 11 displays forecasting of weekly average maximum temperature in 2018 with 95% forecast limits. The forecast limits are quite close to the fitted values due to small error variance. In addition, the forecasting has captured the trend and works well for most dates. From the comparison with observations, there is not much difference, and we can believe the
model and forecasting. A detailed forecasting of maximum temperature in 2018 with this method is given in Appendix B.

Table 11: Extended ACF (EACF) of Residuals from Multiplicative ARIMA

<table>
<thead>
<tr>
<th>AR/MA</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>x</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>x</td>
<td>x</td>
<td>0</td>
<td>x</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 11: Forecasting and comparison for NYCP Multi Model
3. APPLICATION TO LAKE LEVEL OF BEAVER LAKE

Hourly lake level data of Beaver Lake was collected from 1987 to 2017, but there is little difference among data within one day. Besides, I only obtain data of 7:00 am everyday starting from 1971. Thus, to have data over more years for a time series model, observations of 7:00 am each day from 1971 to 2017 are chosen for modeling and forecasting. Note, the unit of lake level is denoted as \( \text{FT-MSL} \): feet-mean sea level.

From Figure 12, we can see that the \( \text{FT-MSL} \) values for each year approximately follow a similar path with different amplitude. Like 2016, the \( \text{FT-MSL} \) in January reaches the maximum than any other years; in 1977, the \( \text{FT-MSL} \) in January reaches the minimum than any other years.

If I connect the data of 47 years together, I will get the following graph of a time series data

![Figure 12: Beaver lake yearly (1971-2017)](image)

Figure 12: Beaver lake yearly (1971-2017)

as displayed in Figure 13. Just as I did for weather data previously, three different methods will be applied for modeling and forecasting for 2018.
3.1 Regression Method

Similarly, assuming

\[ Y_t = M_t + S_t + X_t + \epsilon \]

where \( t = 1, 2, \ldots, 365 \) for the regression method, \( M_t \) is still a polynomial for deterministic or trend. To determine the order of \( M_t \), I try to choose one whose most residuals are around zero, and the mean of residuals is almost zero, among all polynomials with orders from 1 to 12. From Figure 14, when the order of polynomial is 7, the mean of residuals is almost zero, and there is not much difference among the residuals plots when the order is greater than 7. Thus, I choose the polynomial with order 7 for \( M_t \).

\[
M_t = 1106 + 2.19 \times 10^{-2} \times t - 1.619 \times 10^{-5} \times t^2 + 5.114 \times 10^{-9} \times t^3 - 7.947 \times 10^{-13} \times t^4
\]

\[
+ 6.433 \times 10^{-17} \times t^5 - 2.607 \times 10^{-21} \times t^6 + 4.183 \times 10^{-26} \times t^7
\]

Though the Dickey-Fuller Test says the residuals are stationary, from the plot, we know it still contains seasonality. Thus, I need to find a seasonal model. Assuming to set \( Z_t = S_t + X_t \), here, I use \( \hat{S}_t \) to estimate \( S_t \). \( \hat{S}_t \) equals the average value of every-day’s residuals in the past.
47 years, which is called a seasonal means model, and $X_t = Z_t - \hat{S}_t$. 

$$
\hat{S}_t = \begin{cases} 
\beta_1, & \text{for } t = 1 \text{ from } 1971 \text{ to } 2017 \\
\beta_2, & \text{for } t = 2 \text{ from } 1971 \text{ to } 2017 \\
\vdots \\
\beta_{365}, & \text{for } t = 365 \text{ from } 1971 \text{ to } 2017 
\end{cases}
$$

After removing $\hat{S}_t$, there will be a new plot for $X_t$ in Figure 15. Fortunately, it follows MA(5) as a stationary time series.

With the equation, $Y_t = M_t + S_t + X_t + \epsilon$, I make predictions for daily lake level for 2018
as displayed in Figure 15. This forecasting successfully captures the trend and forecasts well for most dates except some earlier time and the end of year. A detailed forecasting of Beaver Lake from Jan 1st to Feb 11th in 2018 with this method is given in Appendix A.

3.2 Functional ARIMA Method

Assuming

\[ Y_i(t) = X_i(t) + \epsilon_i \]

where \( i = 1971, 1972, \ldots, 2017 \) and \( t = 1, 2, \ldots, 365 \). As I did previously for the data of NYCP, \( X_i(t) \) follows ARIMA\((p,1,q)\), where \( p, q \) vary from \( t \). But there are also some similarities between these models as shown in Table 12. There are 150 dates which follow IMA\((1,1)\). For this section, I make predictions for year 2018 using their own models for distinct \( t \) instead of seeking a general model, noting that there is little differences of forecasting between these two methods though.

Using corresponding ARIMA\((p,1,q)\) for various \( t, t = 1, 2, \ldots, 365 \), there is a forecasted corresponding value for day \( t \) in 2018. All of forecasted values form a graph of prediction as displayed in Figure 16.
<table>
<thead>
<tr>
<th>Model</th>
<th>Number</th>
<th>Dates</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMA(1,1)</td>
<td>150</td>
<td>01/01-01/04,02/01-03/21,04/12,06/18-07/01,08/20-10/09,12/01-12/27,12/29-12/31</td>
</tr>
<tr>
<td>IMA(1,2)</td>
<td>1</td>
<td>11/29</td>
</tr>
<tr>
<td>IMA(1,3)</td>
<td>2</td>
<td>04/19,04/21</td>
</tr>
<tr>
<td>ARI(1,1)</td>
<td>41</td>
<td>04/14-04/17,04/20,04/22-05/10,05/28,10/15-10/21,11/04-11/08,11/25-11/28,11/30</td>
</tr>
<tr>
<td>ARI(4,1)</td>
<td>13</td>
<td>01/05-01/16,12/28</td>
</tr>
<tr>
<td>ARIMA(1,1,1)</td>
<td>50</td>
<td>01/17-01/31,10/10-10/14,10/22-11/03,11/09-11/24</td>
</tr>
<tr>
<td>ARIMA(2,1,1)</td>
<td>23</td>
<td>03/22-04/11,04/13,04/18</td>
</tr>
<tr>
<td>ARIMA(2,1,2)</td>
<td>6</td>
<td>06/10,06/14,07/18,07/22,07/29,08/01</td>
</tr>
<tr>
<td>ARIMA(3,1,2)</td>
<td>15</td>
<td>06/08-06/09,06/12-06/13,06/15-06/17,07/16,07/17,07/19-07/21,07/24,08/16,08/17</td>
</tr>
<tr>
<td>ARIMA(4,1,1)</td>
<td>44</td>
<td>05/11-05/27,05/29-06/07,06/11,07/02-07/15,07/23,07/26</td>
</tr>
<tr>
<td>ARIMA(4,1,2)</td>
<td>9</td>
<td>08/09-08/15,08/18,08/19</td>
</tr>
<tr>
<td>ARIMA(5,1,1)</td>
<td>11</td>
<td>07/25,07/27,07/28,07/30,07/31,08/02-08/05,08/07,08/08</td>
</tr>
<tr>
<td>ARIMA(5,1,2)</td>
<td>1</td>
<td>08/06</td>
</tr>
</tbody>
</table>
3.3 Multiplicative ARIMA Method

As I did for weather data in New York Central Park previously, daily data of lake level in Beaver Lake is divided into weekly data where the average is taken to ensure period \( s \) is allowed in R. The new time series of weekly data follows a multiplicative \( ARIMA(1, 1, 2) \times (1, 1, 2)_52 \) with parameters as followed in Table 13:

<table>
<thead>
<tr>
<th>a1r</th>
<th>ma1</th>
<th>ma2</th>
<th>sar1</th>
<th>sma1</th>
<th>sma2</th>
</tr>
</thead>
<tbody>
<tr>
<td>estimate</td>
<td>0.4605</td>
<td>-0.0194</td>
<td>-0.0882</td>
<td>-0.4313</td>
<td>-0.4873</td>
</tr>
<tr>
<td>s.e.</td>
<td>0.1843</td>
<td>0.1887</td>
<td>0.0846</td>
<td>0.0685</td>
<td>0.0706</td>
</tr>
</tbody>
</table>

Multiplicative model forecasts well especially for first several weeks as displayed in...
Figure 17, since it considers neighborhood effects on the prediction. Its forecasting is not as good as the beginning for a long term. Thus, we can believe forecasting for approximate first 15 weeks after the comparison between observations and the forecasted in 2017 with the same model. A detailed forecasting of Beaver Lake in 2018 is given in Appendix B.

Figure 17: Weekly Prediction for Beaver Lake in 2018

3.4 Models Double Check For Lake Level

Due to the lack of observations in 2018, I fail to make a comparison to examine the correctness of our models for data of lake level. To solve the issues, the forecasted values for 2018 using the same modeling method with lake level data from 1971 to 2016, are obtained, and the graph of comparison is displayed in Figure 18 where the predictions successfully capture the trend but fail to forecast well in the first two months. Besides, the regression method forecasts better for most dates. The reason for this failure is that the lake levels
in the first two months of 2016 are higher than before, which leads to higher forecasting of 2017.

Figure 18: Models Double Check Comparison for Beaver Lake in 2017
4. SUMMARY

This work studies seasonal time series models with application to lake level and weather data. The thesis includes concepts of time series, ARIMA models, three different parameter estimation methods (method of moments, maximum likelihood, and least squares), model diagnostics, and forecasting. Due to seasonality of the weather data and lake level data, three different approaches are proposed to the modeling: regression method, functional ARIMA method and multiplicative seasonal ARIMA method. Regression method considers a polynomial as the trend first, and then takes a model for seasonality. Functional ARIMA method gives an ARIMA model for the time series of any specific date over the past years, and a prediction is given on the same data in 2018 based on the corresponding model. Due to the limit on the period in R, for my data, multiplicative seasonal ARIMA method gives a model on weekly data with period $s = 52$ where the average is taken for per week.

Based on these three different methods, the forecasted values of the year 2018 are compared with observations. They all do well in capturing the trend based on the past values but fail to make correct prediction if something unexpected happen, like outlying observations in the following year, which also explains why they forecast badly in the first two months of lake level in 2017. It’s exactly where we need to make improvements in the future. However, the forecasting still makes a difference. If daily forecasting is wanted, regression method is better to be chosen then functional ARIMA method, since regression method considers more in the trend and the other ignores the influence of the neighborhood; if shorter period forecasting is wanted, multiplicative ARIMA method is a better choice owing to higher accuracy for a short term. However, there still need to be more modeling approaches proposed in the future to fit the data and forecast better, so researchers in this field need to continue the efforts and I will be a part of them soon. Functional ARIMA method might be improved by considering the data values of the neighborhood.
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1. APPENDICES

1.1 Appendix A. Forecasting With Regression Method

<table>
<thead>
<tr>
<th></th>
<th>01/01</th>
<th>01/02</th>
<th>01/03</th>
<th>01/04</th>
<th>01/05</th>
<th>01/06</th>
<th>01/07</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake1</td>
<td>1116.27</td>
<td>1117.10</td>
<td>1118.577</td>
<td>1120.11</td>
<td>1121.37</td>
<td>1121.847</td>
<td>1121.84</td>
</tr>
<tr>
<td>NYCP2</td>
<td>-17.67</td>
<td>9.36</td>
<td>19.60</td>
<td>24.21</td>
<td>27.07</td>
<td>28.80</td>
<td>29.84</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>01/08</th>
<th>01/09</th>
<th>01/10</th>
<th>01/11</th>
<th>01/12</th>
<th>01/13</th>
<th>01/14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake</td>
<td>1121.80</td>
<td>1121.78</td>
<td>1121.78</td>
<td>1121.77</td>
<td>1121.76</td>
<td>1121.83</td>
<td></td>
</tr>
<tr>
<td>NYCP</td>
<td>30.43</td>
<td>30.76</td>
<td>30.93</td>
<td>31.01</td>
<td>31.05</td>
<td>31.07</td>
<td>31.09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>01/15</th>
<th>01/16</th>
<th>01/17</th>
<th>01/18</th>
<th>01/19</th>
<th>01/20</th>
<th>01/21</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake</td>
<td>1121.88</td>
<td>1121.93</td>
<td>1121.94</td>
<td>1121.92</td>
<td>1121.99</td>
<td>1122.02</td>
<td>1122.04</td>
</tr>
<tr>
<td>NYCP</td>
<td>31.13</td>
<td>31.19</td>
<td>31.27</td>
<td>31.39</td>
<td>31.53</td>
<td>31.71</td>
<td>31.93</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>01/22</th>
<th>01/23</th>
<th>01/24</th>
<th>01/25</th>
<th>01/26</th>
<th>01/27</th>
<th>01/28</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake</td>
<td>1122.07</td>
<td>1122.07</td>
<td>1122.07</td>
<td>1122.06</td>
<td>1122.05</td>
<td>1122.06</td>
<td>1122.06</td>
</tr>
<tr>
<td>NYCP</td>
<td>32.18</td>
<td>32.46</td>
<td>32.79</td>
<td>33.15</td>
<td>33.54</td>
<td>33.97</td>
<td>34.44</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>01/29</th>
<th>01/30</th>
<th>01/31</th>
<th>02/01</th>
<th>02/02</th>
<th>02/03</th>
<th>02/04</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake</td>
<td>1122.04</td>
<td>1122.03</td>
<td>1122.08</td>
<td>1122.17</td>
<td>1122.23</td>
<td>1122.22</td>
<td>1122.20</td>
</tr>
<tr>
<td>NYCP</td>
<td>34.95</td>
<td>35.49</td>
<td>36.07</td>
<td>36.68</td>
<td>37.33</td>
<td>38.02</td>
<td>38.75</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>02/05</th>
<th>02/06</th>
<th>02/07</th>
<th>02/08</th>
<th>02/09</th>
<th>02/10</th>
<th>02/11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake</td>
<td>1122.17</td>
<td>1122.11</td>
<td>1122.05</td>
<td>1122.02</td>
<td>1121.99</td>
<td>1121.95</td>
<td>1121.91</td>
</tr>
<tr>
<td>NYCP</td>
<td>39.51</td>
<td>40.31</td>
<td>41.14</td>
<td>42.01</td>
<td>42.92</td>
<td>43.86</td>
<td>44.83</td>
</tr>
</tbody>
</table>

1 Forecasting for lake level of Beaver Lake.
2 Forecasting for maximum temperature in NYCP.
Appendix B. Weekly Forecasting

<table>
<thead>
<tr>
<th></th>
<th>1st(^1)</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
<th>11th</th>
<th>12nd</th>
<th>13rd</th>
<th>14th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake</td>
<td>1116.20</td>
<td>1116.15</td>
<td>1116.28</td>
<td>1116.15</td>
<td>1116.08</td>
<td>1115.85</td>
<td>1115.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NYCP</td>
<td>30.45</td>
<td>42.00</td>
<td>29.88</td>
<td>23.00</td>
<td>44.52</td>
<td>40.12</td>
<td>47.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1st(^1)</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
<th>11th</th>
<th>12nd</th>
<th>13rd</th>
<th>14th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake</td>
<td>1115.93</td>
<td>1115.85</td>
<td>1116.08</td>
<td>1116.70</td>
<td>1117.70</td>
<td>1118.60</td>
<td>1119.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NYCP</td>
<td>68.58</td>
<td>64.90</td>
<td>95.44</td>
<td>102.88</td>
<td>107.20</td>
<td>128.35</td>
<td>143.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1st(^1)</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
<th>11th</th>
<th>12nd</th>
<th>13rd</th>
<th>14th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake</td>
<td>1119.26</td>
<td>1119.42</td>
<td>1120.80</td>
<td>1121.74</td>
<td>1122.06</td>
<td>1122.51</td>
<td>1122.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NYCP</td>
<td>166.10</td>
<td>182.34</td>
<td>185.60</td>
<td>201.19</td>
<td>209.62</td>
<td>213.34</td>
<td>231.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1st(^1)</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
<th>11th</th>
<th>12nd</th>
<th>13rd</th>
<th>14th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake</td>
<td>1122.92</td>
<td>1122.78</td>
<td>1122.57</td>
<td>1122.40</td>
<td>1121.94</td>
<td>1121.56</td>
<td>1121.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NYCP</td>
<td>253.83</td>
<td>249.20</td>
<td>256.64</td>
<td>272.53</td>
<td>284.31</td>
<td>292.19</td>
<td>290.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1st(^1)</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
<th>11th</th>
<th>12nd</th>
<th>13rd</th>
<th>14th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake</td>
<td>1120.78</td>
<td>1120.11</td>
<td>1119.50</td>
<td>1118.92</td>
<td>1118.49</td>
<td>1118.03</td>
<td>1117.45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NYCP</td>
<td>303.93</td>
<td>289.25</td>
<td>295.44</td>
<td>287.12</td>
<td>281.56</td>
<td>276.08</td>
<td>277.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1st(^1)</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
<th>11th</th>
<th>12nd</th>
<th>13rd</th>
<th>14th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake</td>
<td>1117.02</td>
<td>1116.70</td>
<td>1116.46</td>
<td>1116.10</td>
<td>1115.65</td>
<td>1115.53</td>
<td>1115.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NYCP</td>
<td>267.65</td>
<td>248.95</td>
<td>237.53</td>
<td>224.50</td>
<td>209.08</td>
<td>191.75</td>
<td>178.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1st(^1)</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
<th>11th</th>
<th>12nd</th>
<th>13rd</th>
<th>14th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake</td>
<td>1115.29</td>
<td>1115.11</td>
<td>1115.18</td>
<td>1115.21</td>
<td>1115.34</td>
<td>1115.57</td>
<td>1115.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NYCP</td>
<td>163.00</td>
<td>151.93</td>
<td>134.99</td>
<td>123.93</td>
<td>105.99</td>
<td>102.99</td>
<td>76.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1st(^1)</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
<th>11th</th>
<th>12nd</th>
<th>13rd</th>
<th>14th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake</td>
<td>1115.62</td>
<td>1115.82</td>
<td>1115.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NYCP</td>
<td>68.72</td>
<td>64.95</td>
<td>61.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^1\)The first week in 2018, and the rest is similar.