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ABSTRACT 

With the rapid depletion of the world’s supply of fossil fuels, especially petroleum products, 

petroleum prices have risen by approximately 800% between the 1970s and now and are 

projected to continue rising. It is also expected that the world’s consumption of energy will 

increase commensurate with its growing population. Although biodiesel is a good renewable 

alternative, it has its limitations including high production costs and poor low-temperature 

performance. We seek to improve conventional biodiesel with pyrolysis to produce low 

molecular-weight compounds with high energy densities. Understanding the pyrolysis path on 

the atomic scale is key as it will allow us to determine and engineer adequate reactants that 

maximize yield of desired energy producing molecules.  An in-house generated database of 100 

ab initio trajectories of methyl linoleate were examined for significant bond-breaking and bond-

forming events. The times of the events and the position in the molecule were logged. These are 

tested against an in-house computer-automated analysis method, and comparison of the results 

will be presented. Quantum chemical techniques were also used to compute thermodynamic 

properties of the resulting fragments. 
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CHAPTER 1: INTRODUCTION 

 

1.1 Petroleum and its Applications  

Petroleum, although naturally occurring, is a non-renewable resource. It is non-renewable 

because of the way it is formed. It is formed from biological deposits, dating back to millions of 

years, that has gone through pressure and temperature from layers of silt and sand that covered 

them over time.1,2 It has been widely used in many areas of human endeavor. Petroleum has been 

used for energy production: for heating and powering electrical appliances; for production of 

fuels like gasoline, kerosene and diesel; for synthesis of organic compounds; for production of 

other petrochemical products like petroleum jelly, lubricants and tar; and polymers.1,2  Petroleum 

is made up of parafins, naphthenes, olefins, aromatics and asphaltics,3,4 all of which are very 

useful as precursors of products with very wide range of application. For instance, approximately 

85% of a typical barrel of crude oil is used in the production of fuels for mobility and power 

generation, while the other 15% is converted into more than a dozen other petroleum products.5 

Parafins are used to produce most liquid fuels. In fact, 80% Naphthenes, which are cyclic 

saturated hydrocarbons, are used as solvents and fuel precussors.6 Olefins are predominantly 

used for production of polymers, which are materials for manufacturing plastics.7,8 Aromatics 

have been found to have many applications in organic chemistry, especially as solvent in both 

consumer and industrial products and as gasoline additives.9 Asphaltics are used extensively in 

building and construction.10 Figure 1 is a graphic representation of the distribution of 

petrochemical applications.  Just like many other resources come with limitations and problems, 

petroleum has its problems. Complications of petroleum is discussed later in this chapter, but one 
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of such is the environmental pollution caused by combustion of petroleum products for energy 

purposes.  

 

Figure 1. Applications of petroleum.11 

 

Although petroleum has adverse environmental effects, it is still very useful and would be 

very difficult to do away with. However, humans must prepare for such a time when there would 

be no choice but actually stop using petroleum because it would just not be available, being a 

non-renewable resource.2,12 Bearing this in mind, it is only natural to begin to look for 

alternatives for petroleum, and certain criteria, will play significant roles in determining best 

alternatives. 

1.2 Problems with Petroleum 

As earlier mentioned, petroleum requires millions of years to form.2 This translates to a 

very high consumption to formation ratio which will lead to exhaustion. It has been estimated 

that crude oil reserves have about 54 years left for total consumption globally.12 Fossil fuels 
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account for 80-83% of energy consumption, with petroleum contributing 31%.2,13 Energy has 

tremendous effects on several areas of human endeavor, making the finite nature of petroleum 

very upsetting and it calls for very urgent attention. As we approach the extinction of petroleum, 

it is expected that prices will increase due to higher demand for the limited resource. Higher 

prices will lead to economic recessions and international conflicts, especially for some 

developing countries.2 In finding an alternative, sustainability sets a foundation as to what should 

be sought, but other complications with petroleum raises concerns that should be considered. 

Another major problem with petroleum is its negative impact on the environment. When 

fossil fuels, petroleum included, are extracted, refined, or burned for energy production, some 

toxic gasses are emitted, including carbon oxides (CO, CO2), nitrogen oxides (NOx), sulfur 

dioxide (SO2), and hydrocarbons (e.g. CH4).
2,14 These toxic emissions contribute to several 

harmful effects on humans and animals, including heart disorders, eye irritation, respiratory 

issues, and problems with the central nervous system.14 Also, fine particulate matters are emitted 

from petroleum combustion and have been linked to increases in various diseases.15 The 

emission of CO2 is of particular interest as it is a primary driver of the greenhouse effect, and 

consequently climate change.14,16–18 CO2 emissions account for 80% of the contribution made by 

greenhouse gases to global warming.19,20  The greenhouse effect happens when certain 

greenhouse gases (GHG) in the Earth's atmosphere trap heat and warm the planet's surface by 

retaining some of the reflected energy from the sun.17,18 Although this process is important for 

life on Earth (it keeps the planet warm enough to support most forms of life), burning fossil fuels 

results in the emission of greenhouse gases and increases their concentrations in the 

environment. This results in an enhanced greenhouse effect and consequently global warming. 

As a result of combustion of fuels, CO2 levels are climbing, leading to acid rains. Equations 1 
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and 2 represents the chemical conversion of fuels to CO2 and CO2 as a precursor of acid rain. 

Acid rain results in structural degradations and many other negative effects on various 

ecosystems including aquatic (threatening the life of fishes and amphibians) and terrestrial 

(leaching away minerals and nutrients for plants) habitats.14,16,21  

CxHy  +  O2  →  CO2  +  H2O                                                         (1) 

CO2 + 2 H2O  ↔  HCO3
− + H3O

+  ↔  H2CO3 + H2O                                      (2)  

Equation 1 & 2. Chemical equations representing combustion of hydrocarbons (a major 

component of fossil fuels) resulting in the formation of CO2 and CO2 as a precursor for acid 

rain.22 

 

Another environmental concern is spillage of petroleum during extraction, refining, and 

distribution. While oil spills happen most in marine environments, oil or petroleum products may 

be spilled from rig, tankers and other offshore facilities causing harmful environmental effects on 

other ecosystems.23,24 The spills are also costly due to loss of the valuable resource and cost of 

cleaning up the spills.23 Several technologies like CO2 capture and sequestration and 

modification of automobile engines (use of catalytic converters, as well as redesign of engines to 

burn less fuel) have been employed to reduce emission of greenhouse gases.19 Considering the 

risks to the environment and the health of the public, regulatory bodies have put strict standards 

on petroleum operations.24,25 These standards have led to the development of technologies to 

mitigate risks at extraction and processing levels, which have also led to high costs of 

processing. Also, countries experience international pressure because of the global warming 

issues caused by petroleum operations.2 Many deadly international wars have also been linked to 

petroleum operations.26 These wars would lead to other problems like loss of livelihoods and 

economic instability.27 As Russia is a big oil producer, the Russia-Ukraine war has had negative 

effects on economies that are dependent on oil imports from Russia.27–29 The US and other 
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western countries placed a ban on Russian oil import as an economic sanction, and this has led to 

high pump prices, increased electricity bills and consequently inflation.27,28 

In its entirety, petroleum is problematic is many ways and by understanding the 

problematic sides of petroleum use, the factors in Table 1 should be considered when choosing a 

suitable alternative. 

Table 1. Factors to consider when choosing a suitable alternative for petroleum. 

 

Factor Description Reason 

 

Renewable 

 

Alternative should be produced at 

a higher rate than it is consumed 

 

Remove the risk of getting 

exhausted.  
 

Environmentally 

benign 

Operations with the alternative 

should not have negative effects 

on the environment, specifically 

reduced CO2 emissions 

Preserve the environment, reduce 

environmental problems like 

climate change and increase 

biodiversity. 
 

Relatively local Source for alternative should be 

relatively domestic. 

  

Mitigate international pressures, 

wars, and economic instability. 

Multipurpose Alternative should be useful for 

energy, as well as other day to 

day purposes. 

Effectively replace petroleum as a 

precursor for several applications 

like construction, cleaning, polymer 

processing. 

 

 

1.3 Alternatives to Petroleum 

Although petroleum has all the problems explained in the previous section, mankind has 

found ways to reduce the impacts of these problems. However, if we do get to a point where all 

global oil wells are exhausted, petroleum would just not be available for use. Thus, it is 

important to emphasize that renewability forms the foundation of our search for alternatives. 

Furthermore, energy is very useful in modern day and 80% of energy consumption comes from 

fossil fuels, with petroleum accounting for about 31%.2,13 What this points to is that energy 
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would be the major problem to deal with in the event of an exhaustion. In light of this, renewable 

energy sources will be presented and examined for alignment with the other three criteria in 

Table 1.  

Wind energy has been in use for over two thousand years and is viewed as a good source 

of clean energy.30 With lots of research and development in wind energy, costs of generating 

electricity from wind has fallen by over 80%.30 However, this potential alternative is known to 

be responsible for deaths of birds and bats, and a direct cause of noise pollution. 30,31 Electricity 

generation from wind has also impacted land surface atmosphere as energy, mass and moisture 

are exchanged between lower and upper-level air, leading to significant warming in wind-farm 

regions.31 As is also expected, local climate influences the speed and availability of wind. 

Furthermore, while wind seems to be a greener alternative for energy production than petroleum 

is, it lacks that multipurpose capability and cannot be used for the many other things that 

petroleum can be used for. Therefore, wind would not be a suitable replacement for petroleum on 

the basis of relative locality and multi purposefulness. 

  Solar photovoltaic (PV) modules have been used to generate electricity from sunlight 

for about 150 years, and just like wind power generation, the PV system cost and performance 

have improved.30 However, solar PV modules would still not be a suitable alternative for 

petroleum as it largely dependent on local climate as little or no energy can be generated during 

the night or winter seasons.32  Solar PV modules lack the multi purposefulness that petroleum 

has, this also eliminates it as a suitable replacement. 

Hydroelectric power is the largest and most efficient renewable resource used for 

generating electricity.30 About 19% of global electricity production comes from hydropower.30 

The energy of the gravitational force of falling or flowing water is exploited to generate 
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electricity.33 Although it has been reported that hydroelectric power has a considerable lower 

emission of CO2, large dams do not reduce emissions of total greenhouse gases, such as CO2 and 

CH4, when compared with a fossil fuel power plant.30,33,34 CO2 emissions result from the 

decomposition of the exposed parts of trees that remain upright in the reservoir, while methane 

emissions originate from the decay of soft vegetation in anaerobic conditions at the bottom of the 

reservoir.34 As an example, it has been reported that the Curu´a-Una Dam in the Amazonian 

portion of Brazil released 3.6 times the amount of greenhouse gases that would have been 

generated if the same amount of electricity had been produced from oil in 1990 (13 years after it 

has been filled).34 There are other environmental concerns like reduction in biodiversity in 

aquatic ecosystems, poor water quality, spread of water related diseases, as well as flooding and 

consequent displacement of people.30,33 Also, as climate also affect rainfall and level of water 

bodies, hydroelectricity generation is dependent on the local climate of a region. With all of 

these, it can be concluded that hydropower will not be a suitable replacement for petroleum as it 

doesn’t meet any of the other three criteria. 

Geothermal energy is a renewable energy source where energy is obtained from heat in 

the earth. The heat has been used commercially to generate electricity, and even directly, for 

about 70 years. Geothermal energy is a huge energy resource, and it is estimated that the 

uppermost 10 kilometers of the Earth's crust holds energy that is approximately 500 times greater 

than the energy available in all the earth's oil and gas reserves. Although this makes it a viable 

energy source, it is typically not evenly distributed, and it is often too deep to be exploited 

efficiently and economically due to its lack of concentration.30 There are also environmental 

concerns with this renewable energy source. Geothermal fluids from plant operations constitutes 

a potential source of chemical pollution because they contain gases such as CO2, hydrogen 
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sulfide (H2S), ammonia (NH3), mercury, radon, arsenic and boron.30,35  Other forms of pollution 

that arises from the use of geothermal energy include thermal pollution and noise pollution. With 

all of these problems associated with geothermal energy, it will not be a suitable replacement for 

petroleum, as it does not meet the relative locality and multi purposefulness criteria. 

Biomass energy refers to energy harvested from any organic matter derived from living 

or recently living organisms. Plants need energy for their growth and have a system of storing 

energy from sunlight called photosynthesis. Biomass was the earliest source of energy harnessed 

by man. Wood has always been burnt to generate heat, but modern technologies have emerged 

and have been used to convert biomass into more convenient forms like gases, liquids and 

electricity for both residential and industrial uses. Since plants exist in different forms, all year 

round, globally, it is safe to say that biomass meets the relative locality criterion. Biomass is also 

multifunctional as it has been used for producing materials such as paper, wood for construction 

and cotton for clothes. For the alternative to be considered environmentally benign, it should 

have significant reduction of GHG emissions, particularly CO2. Although, combustion of 

biomass still releases significant levels of CO2 to the environment, it is not considered as a 

contributor to climate change because plants used for biomass energy absorb carbon dioxide 

during photosynthesis when growing and release it back into the atmosphere when used for 

energy, resulting in no net increase in atmospheric carbon levels.36,37 Biomass meets all criteria 

and would represent a suitable replacement for petroleum. Figure 2 is a graphic representation of 

analysis of renewable energy sources that have been discussed.  

Biomass, as mentioned before, is a term used for all organic material gotten from plants 

and animals. As such, biomass is classified into subgroups namely: woody biomass which  
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Figure 2. Illustrative analysis of renewable energy sources with pros and cons.30–37  

 

generally consists of trees and root residues; herbaceous biomass which are from plants that have 

non-woody stem; aquatic biomass is obtained from aquatic ecosystems including algae and 

emerging plant; animal and human waste biomass; and biomass mixtures usually obtained from 

landfills.30,38Although biomass has always been in use, with more development, biomass has 

several benefits such as reducing greenhouse gas emissions, providing energy security, creating 

jobs in rural areas, and reducing dependence on fossil fuels.30,38 Figure 3 gives a graphic 

illustration of the uses of biomass, including energy production.  

However, biomass needs to go through several conversion technologies to produce other 

energy products including electricity, heat, liquid biofuels such as bioethanol and biodiesel, and 

biogas. Liquid biofuels are potential alternatives for liquid fuels obtained from petroleum used in 

the transport sector and have witnessed high production growth over the years. 36,38 They are 

gotten from energy crops, which is one of the main groups of herbaceous biomass.38 These  
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Figure 3. An illustration of the multi purposefulness of biomass.30 

 

energy crops are converted to energy carriers via a variety of technologies. These technologies 

are largely thermo-chemical, biochemical or physico-chemical conversion processes.38 Biodiesel 

is of particular interest because it has been used to replace small amounts of diesel. However, 

biodiesel can only be produced from oil producing plants such as soybeans and rapeseed that can 

produce compounds similar to hydrocarbons in petroleum.30 This leads to the tradeoff of food for 

fuel, a common setback for the use of biomass because some plants used for biomass energy are 

essentially food crops. Although the multi purposefulness of biomass have been illustrated in 

Figure 3, another reason why biodiesel is of great interest is that it can be explored specifically 

for other applications that are peculiar to petroleum. This is possible via a thermochemical 

conversion technology called pyrolysis. 

1.4 A Promising Alternative: Biodiesel 

Biodiesel is a renewable and sustainable alternative fuel that is made from vegetable oils 

or animal fats.39,40 It is a subclass of biofuel that has been used in diesel engines without any 
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modifications. Biodiesel is produced through a chemical process known as transesterification. 

Transesterification is a reaction between vegetable oil or animal fat, known as feedstock, and an 

alcohol (such as methanol). A catalyst such as sodium hydroxide is also employed. A mixture of 

fatty acid alkyl esters (FAAEs) is the main product and glycerin is a byproduct.40,41 It is this 

mixture of FAAEs that is known as biodiesel, as shown in Figure 4. The major component in 

feedstock for transesterification is triglyceride.  

 

Figure 4. Production of biodiesel via transesterification reaction.42 

 

Some relevant variables in the reaction are temperature, time, pressure, catalyst type and 

concentration, and the feedstock.41 Some feedstock currently used for biodiesel production 

include soybean, palm, rapeseed, canola, coconut, cottonseed, sunflower and beef tallow.22,39,40,43 

Table 2 below shows the fatty acid (FA) composition of some common feedstock by weight. 

Soybean oil is the largest biodiesel feedstock used in the US.44 

Apart from being renewable and biodegradable, biodiesel is beneficial in so many other 

ways. Biodiesel has the potential to positively impact the economy by creating new jobs and 

revenues, especially for rural farmers.38 Energy crops used as biodiesel feedstock can be used to 

revegetate barren land and stabilized erosion laden lands, thus creating natural habitats and  
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Table 2. Fatty acid (FA) composition of common biodiesel feedstock. Linoleic acid represents 

the most abundant FA in the most used feedstock.  

 

Fatty acid Shorthand Soybean Canola Rapeseed Palm Sunflower 

Palmitic acid C16:0 10.2 4 5.1 42.8 4.8 

Stearic acid C18:0 3.7 2 2.1 4.5 5.7 

Oleic acid C18:1 22.8 60 57.9 40.5 20.6 

Linoleic acid C18:2 53.7 20 24.7 10.1 66.2 

Linolenic acid C18:3 8.6 10 7.9 0.2 0.8 

Others  ~ 1.0 ~ 4.0 ~ 2.3 ~ 1.9 ~ 1.9 

 

improving biodiversity.30 Another environmental benefit of biodiesel is its reduced GHG, SOx, 

CO, HC and particulate matter emissions.2,30,45 Consequently, there will be a reduction in acid 

rain.2  Furthermore, biodiesel can be used in regular diesel engines without any modifications.40 

Biodiesel also contains little amounts of polycyclic aromatic hydrocarbons (PAH) and has a low 

flash point which makes it safer than petroleum diesel when it comes to storage.39,40  

Just like many other resources, biodiesel is not without its complications. Although 

biodiesel has been reported to reduce SOx and GHG emissions, it contains slightly higher 

nitrogen amounts than its petroleum counterpart and consequently increases NOx emissions.2,45 

This can be solved to some extent by pretreating biomass to remove nitrogen, mixing with 

petroleum diesel or ethanol and employing exhaust filter technology like selective catalytic 

reduction (SCR) technology.2,38,46 Biodiesel has also been directly linked to several other 

environmental problems. One of such environmental problems is land use change which refers to 

the increase in agricultural land dedicated to producing feedstock for biodiesel consequently 

resulting in deforestation and the loss of habitats and contributing to the decline of biodiversity.47  

Another environmental concern with biodiesel production is that it necessitates substantial 
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quantities of water for irrigation and processing, which can place strain on water resources in 

regions already facing water scarcity.48 Also, the heightened utilization of fertilizers and 

pesticides in the cultivation of biodiesel feedstock leads to water pollution, eutrophication, and 

these have adverse effects on aquatic ecosystems.49  Another challenge is the fact that biodiesel 

is expensive to produce which may lead to higher fuel prices for consumers.50 From the cost of 

virgin oils to the employment of conversion technologies, the chain of procedures involved in 

biodiesel production is estimated to be 1.5x more expensive than those of petroleum 

diesel.2,22,40,51 However this high cost can be reduced by using low cost feedstocks like waste 

cooking oils rendered animal fats since most of it is from the cost of virgin oils used for biodiesel 

production.40,51 Biodiesel has poor storage stability. In comparison to petroleum diesel, biodiesel 

has a shorter shelf life and is more susceptible to oxidation, consequently leading to the 

formation of deposits and potential engine problems, thus requiring the implementation of 

appropriate storage and handling procedures.52 Furthermore, a major complication with biodiesel 

is its operability. Fuel operability is crucial as it dictates the fuel's ability to function effectively 

under varying operational conditions. It entails the fuel's capacity to perform as designed at 

specific environmental factors like temperature, altitude, and humidity. Due to biodiesel’s high 

pour point (the lowest temperature that a liquid fuel will flow), it would gel and not perform well 

in cold temperatures. Treatment methods such as winterization can be employed to reduce its 

pour point.53 Another common method for preventing biodiesel gelling is blending it with 

petroleum diesel. Other ways for improving biodiesel’s operability include use of phase change 

materials (PCM), installing insulating layers on fuel lines, and further refining and filtering.54 It 

is also expected that implementing these solutions will further increase costs associated with 
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biodiesel production and use, and it would consequently lose its economic appeal. Thus, solving 

the operability problem is key to making it a very suitable alternative to petroleum.  

1.5 A Promising Solution: Pyrolysis of FAMEs 

The properties of compound are dependent on its molecular structure. It has been found 

that the length of the hydrocarbon chains and the presence of unsaturated structures significantly 

affects the properties of biodiesel at low temperatures.53,55 Thus, shorter chains hydrocarbons and 

unsaturation conversion technologies should be targeted in the quest to improve biodiesel’s 

operability. However, it is important that structural similarities are preserved. A conversion 

technology that holds the capacity of breaking long chain hydrocarbons into smaller ones and 

preserve structural similarity with parent molecule is pyrolysis. Pyrolysis is a process that 

employs high heating in the absence of oxygen to produce smaller molecular compounds.38 The 

absence of oxygen is very critical to the process to prevent combustion. In the case of biodiesel, 

the products of pyrolysis will be a mixture of shorter chain hydrocarbons in the gaseous, liquid, 

and solid phases. This mixture of compounds can be separated by fractional distillation based on 

their boiling points. Pyrolysis as a method for biodiesel processing is advantageous in several 

ways. Pyrolysis is versatile and offers the capability to process a diverse range of feedstocks, 

including waste materials and agricultural residues, thereby assisting in mitigating concerns 

related to feedstock availability.56 It is also useful in waste reduction. Through efficient 

conversion of biomass waste streams, pyrolysis can generate valuable energy products, reducing 

the need for landfill usage and helping to mitigate environmental pollution linked to waste 

disposal.57 Pyrolysis holds the capacity to yield multiple energy-rich products and thus can 

achieve high energy conversion efficiencies. These products can be further utilized or upgraded 

for various purposes.56 This leads us to an appealing side to the use of pyrolysis in engineering 
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fuels that can be a suitable replacement of petroleum as these byproducts hold the capacity to be 

used for other things that petroleum is used for like polymer production.  

However, the use of pyrolysis is not without complications. A major problem of this 

method is the high capital and operating cost associated with it. Pyrolysis processes can be 

complex and require advanced technologies for efficient operation, which may further present 

challenges for scaling up and commercialization.56  

Since the major objective for employing pyrolysis is to produce shorter chain 

hydrocarbons, the process can be done on the building blocks of biodiesel – fatty acid alkyl 

esters (FAAEs). Biodiesel is a mixture of (FAAEs). The type of FAAEs produced is dependent 

on the short chain alcohol used in the transesterification reaction. When methanol or ethanol is 

used, fatty acid methyl esters (FAMEs) or fatty acid ethyl esters (FAEEs) respectively. In this 

theoretical study, a FAME, methyl linoleate, was selected based on its high availability: being 

the most abundant FAME in the biodiesel mixture from soybean (the most used feedstock in the 

United States).39,40,43,44  It is also worthy to emphasize that pyrolysis is difficult to control 

because of its required high temperature consequently requiring specific equipment and 

apparatus.2 Thus, pursuing this research would be expensive. This is a good instance where 

theoretical investigations as a major driver for cost-effectiveness is needed and appreciated.  

1.6 Previous work on Pyrolysis of Biodiesel and Triglyceride 

Several researchers have reported their works on pyrolysis of biodiesel. Asomaning et. al. 

(2014) investigated the effects of pyrolysis on transforming polyunsaturated fatty acids into 

hydrocarbons suitable for renewable chemicals and fuels. Linoleic acid was selected as the 

representative fatty acid, and a range of pyrolysis experiments were conducted at different 

temperatures and reaction durations. The resulting gas and liquid products underwent analysis 
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through gas chromatography and mass spectrometry. The outcomes revealed the generation of 

CO and CO2. The gas products comprised alkanes and alkenes in the C1–C5 range, with ethane 

and propane standing out as the major constituents. Within the liquid portion, n-alkanes, alkenes, 

cyclic alkanes, alkenes, and fatty acids were found. Ultimately, this study highlights the potential 

of pyrolyzing polyunsaturated fatty acids to produce renewable hydrocarbons that align with 

established petrochemical processes. Examining the distribution of products of previous 

experimental works is vital to this research as it provides a basis for evaluating the accuracy of 

the adopted computational method.58  

Lappas et al. (2009) discussed the effects of pyrolysis on fuel properties. The study 

discussed the co-processing of biofuels, including pyrolysis products, with conventional 

petroleum-based fuels in refining processes. They found that the pyrolysis process can 

significantly impact the fuel properties of the resulting biofuels. One notable effect is the 

reduction in the viscosity of the biofuels, making them more suitable for use as transportation 

fuels. Additionally, pyrolysis can lead to an increase in the energy density of the biofuels due to 

the formation of shorter-chain hydrocarbons. The chemical composition of the biofuels is also 

altered during pyrolysis, with a decrease in the content of fatty acid methyl esters and an increase 

in hydrocarbons such as alkanes, alkenes, and aromatics. Furthermore, the pyrolysis process can 

enhance the oxidative stability of the biofuels, potentially improving their storage and shelf 

life.59 The results from Lappas et al. (2009) indicates largely that pyrolysis is a good route to 

process biodiesel into smaller hydrocarbons that can be potentially used in gasoline engines.  

On the other hand, the pyrolysis of triglyceride, the parent material for biodiesel 

production, is also a rational path to explore in this field. Maher et al. (2006) reviewed existing 

literature on the pyrolysis of triglyceride and divided them into two categories: direct thermal 
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cracking and catalytic cracking. Thermal cracking studies have shown the generation of complex 

mixtures of products. However, the specific distribution of these products varies significantly 

across different studies due to factors such as the type of reactor, residence time, composition of 

the initial feedstock, reaction temperature, as well as the methods used for collection and 

analysis. While these studies offer a general understanding of the potential products that can be 

obtained through pyrolysis, obtaining liquid mixtures with high hydrocarbon content remains 

challenging due to the presence of undesired oxygenated compounds like carboxylic acids and 

ketones. For catalytic cracking, four main catalyst types are utilized: transition metal catalysts, 

molecular sieve catalysts, activated alumina, and sodium carbonate. The resulting reaction 

products are significantly impacted by both the catalyst type and reaction conditions, leading to a 

range of fractions resembling diesel and gasoline. Compared to research on biooil and biodiesel, 

pyrolysis of triglyceride is relatively less advanced, which presents abundant opportunities for 

further investigation as this research is lacking in areas such as optimization of the reaction 

conditions to obtain specific reaction products, in-depth characterization of products and their 

properties, and scaling up the process.60 However, in their study, Adebanjo et al. (2005) have 

proposed optimal conditions for producing a liquid similar to conventional no. 2 diesel (a 

distillate fuel oil with a distillation temperature of 640 F at the 90% recovery point and it 

satisfies the additional requirements outlined in ASTM Specification D 975.) from the pyrolysis 

of triglycerides.61,62 They selected lard as the representative feed material for animal fats due to 

its easy availability in a pure form. The main goal of the research was to explore the feasibility of 

producing a diesel-like fuel, as well as other chemicals and high-heating-value gas through lard 

pyrolysis. The investigation focused on analyzing the impact of temperature, residence time, and 

particle size of the inert quartz packing on the quality of the liquid product, as well as the 



18 

composition and heating value of the resulting gas. The schematic diagram of the experimental 

setup for this work is shown in Figure 5. They concluded that Lard can be transformed into a 

diesel-like liquid through pyrolysis without the need for a catalyst, while also generating a high-

calorific-value gaseous fuel. The gaseous product primarily consists of C1 to C3 hydrocarbons, 

CO, CO2, and H2, whereas the liquid product is composed of various hydrocarbons, aromatics, 

ketones, aldehydes, and carboxylic acids. The outcome of the pyrolysis process is influenced by 

temperature, residence time, and particle size in the reactor. Lower temperatures increase the 

total liquid product, but longer residence times reduce the yield of diesel-like liquid, which is 

maximized at 600 °C, 1.2 seconds residence time, and particle sizes of 1.7 to 2.4 mm. They 

found optimal conditions for producing a liquid like conventional no. 2 diesel involve a pyrolysis 

temperature of 600 °C, a carrier gas flow rate of 5 × 10-5 m3/min (1.8 seconds residence time), 

and quartz chips with particle sizes of 0.7 to 1.4 mm. This liquid possesses desirable fuel 

properties, including a cetane index of 46, specific gravity of 0.86, viscosity of 4.5 mPa·s at 40 

°C, and a higher heating value of 40 MJ/kg.61 

 

Figure 5. Schematic diagram of experimental setup for pyrolysis of lard: (1) brine solution tank, 

(2) gas collector, (3) two way valves, (4) sampler, (5) lard feed pump, (6) quartz chips packing, 

(7) furnace, (8) reactor, (9) ice condenser, (10) condensate collector, (11) nitrogen cylinder, (12) 

needle valve, (13) mass flow meter, and (14) check valve (Figure 1 from Adebanjo et. al. 

(2005).61 
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1.7 Research Questions and Objectives 

The research objectives of this study are threefold. Firstly, the aim is to explore how 

conventional biodiesel can be enhanced by utilizing pyrolysis to generate low molecular-weight 

compounds with high energy densities. This will address the limitations of biodiesel, such as its 

high production costs and poor low-temperature performance. The goal is to break long chain 

biodiesel molecules into short chain molecules with structural similarities with gasoline that 

would be functional in gasoline engines. From these dissociations, other alkenes are expected to 

be produced. These alkenes are very useful as solvents and polymer precursors. Secondly, the 

study seeks to unravel the pyrolysis path of biodiesel on an atomic scale. By understanding this 

process at a molecular level, we aim to identify and engineer optimal reactants that maximize the 

yield of desired energy-producing molecules. To this end, herein we present analysis of an in-

house generated database of 100 ab initio trajectories of methyl linoleate to identify significant 

bond-breaking and bond-forming events, logging their timing and position in the molecule. 

Thirdly, the methodology employed in this study, as well as in other molecular dynamics 

research, has highlighted the necessity of automating certain aspects of post-simulation analysis. 

Using large sample sizes is crucial to the accuracy of theoretical results. A computer-based 

analysis method (CBAM) is currently being developed and tested by comparing its results with 

analysis results from the conventional human oriented visual analysis method. Through these 

objectives, the research aims to contribute to the development of improved biodiesel and advance 

our understanding of the pyrolysis process at an atomic scale. 
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CHAPTER 2: COMPUTATIONAL METHODS IN CHEMISTRY 

 

2.1 Computational Chemistry 

Computational chemistry use simulations to model echemical reactivity.63,64 Such 

computer based simulations serve as a compliment to conventional experiments and present an 

oppurtunity to make discoveries before applying methods experimentally and on a large scale. 

Consequently, this reduces the costs associated with research.63,65 Although computational 

chemistry research would not have expenses related to purchase of chemical supplies and  

chemical waste disposal, it still has its costs that include talent training, performance, data 

storage in addition to computer hardware, and time consumption.65 Computational chemistry 

serve as a bridge between the microscopic world of the building blocks of matter and the 

macroscopic world of laboratory experiments and observations.66 Figure 6 illustrates how 

computer simulations compliment experinmental work.  

 

Figure 6. A graphic illustration of the complimentary relationship between experiments and 

computational modeling in the study of matter. 
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In most cases, computational chemists study the structure, potential energy surface, and 

chemical properties of a system. The structure would entail the atomic compostion of the 

molecule, and how they are connected in space. Potential energy surfaces will be decribed in the 

next section. The chemical properties determined by computer simulations can be further divided 

into three: single-molecule properties (i.e., properties that are measurable from one molecule, 

examples include spectroscopic quantities like nuclear magnetic resonance); molecular 

energetics (equilibruim constants, heats of formation and combustion, etc.); and ‘non-physical-

observable’ properties such as bond order and aromaticity, which have been proven to aid 

understanding of chemical systems.65 

2.2 Potential Energy Surfaces (PESs) 

In a conventional laboratory experiment, reactants and products most often are a mixture 

of isomers or similar molecules. Since chemical simulations are supposed to model experimental 

chemical environment, it is crucial that simulations make room for other possible structures and 

geometries of the molecules in the system of study. A molecule is comprised of atoms and 

bonds, and as geometry changes, atom positions and bond lengths change. If we view this in the 

macroscopic world with atoms as balls and bonds as springs, in the new geometry, the balls (or 

atoms) are relatively motionless, thus the molecule has a new potential energy. The concept of a 

PES is very critical to the subject of computational chemistry as it allows for calculation of the 

repective potential energies when molecules attain new geometries as forces are applied. A PES 

is a graph of the potential energy as a function of atomic position or can be in the form of a data 

table or an analytical function that provides the energy associated with any position of the nuclei 

in a chemical system.67,68 Although the behavoir in the microscopic world of real atoms and 

bonds are similar, a major way these views differ is that real atoms and bonds are constantly 
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vibrating. Figure 7 shows the PES for a diatomic molecule in both macroscopic and microscopic 

worlds. 

 

 

 

 

 

Figure 7. Potential energy surfaces for a diatomic molecule in the described (a) macroscopic 

world with the balls-and-spring model of a diatomic molecule in its normal geometry, qe, if we 

stretch or compress the "bonds" by grasping the "atoms," the potential energy of the molecular 

model increases, and is approximated with a quadratic curve; and (b) real microscopic world. 

Actual molecules occupy vibrational levels. When the bond length q is either stretched or 

compressed away from its equilibrium value qe, the potential energy increases to a certain extent, 

upon which the potential energy deviates from the quadratic curve.67  

 

Molecules with more than two atoms would increase the dimensions of the PES curves. 

For example, water (H2O) with three atoms (N) would have nine variables (3N) to describe its 

position in three-dimensional space. While the ‘3N’ model would lead to more complications, 

especially with bigger molecules, another problem is that this expression does not provide a 

unique definition of the structure because it relies on an arbitrary origin.65 We can solve this 

problem by adopting an internal coordinate description of the molecule. Internal coordinates 

describe the relative positions of atoms within a molecule. They are referred to as "internal" 

because they reflect the molecule's internal geometry by describing the position of each atom in 

terms of its distance and angle relative to other atoms in the molecule. Choosing the first atom 

fixes the origin and does not involve any geometric degrees of freedom. The position of the 

second atom is uniquely defined by its distance from the first, meaning that a two-atom system 

has only one degree of freedom which is the bond length as shown in Figure 8. To specify the 
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position of the third atom in a molecule, it must be described either by its distances to each of the 

preceding atoms or by a distance to one and an angle between the two bonds defined so far to a 

common atom. A three-atom system, assuming collinearity is not imposed, possesses three 

degrees of freedom. The introduction of an additional atom would require three coordinates to 

define its position within the molecule. Figure 8 provides a graphic depiction of the internal 

coordinates for a molecule with one atom and molecules with more than one atom up to four 

atoms and their respective degrees of freedom.65  

 

Figure 8. Graphic depiction of different means of specifying internal coordinates. (I) A system 

with only one atom and no degree of freedom. (II) A system with two atoms with one degree of 

freedom: bond distance, r1. (III) A system with three atoms. The position of the third atom 

requires two additional degrees of freedom, which can be specified as either two bond lengths (r2 

and r3) or a bond length(r2) and a valence angle (1). (IV) A system with four atoms. The 

position of the fourth atom requires three additional degrees of freedom: bond length (r3), a 

valence angle (2), and a dihedral angle(abcd); or a bond length (r4) and two valence angles (1 

and 2). The choice of how to specify the molecular geometry is usually a matter of 

computational convenience.65 

 

PESs with three degrees of freedom to consider (along with energy) are referred to as 

hypersurfaces, and can be called potential energy hypersurfaces.67 As the dimensions increase, 

the problem becomes more complex. This leads to the n-body problem. In computational 

chemistry, the n-body problem pertains to the task of predicting the behavior of a system 
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consisting of n particles such as atoms or molecules, which interact through mutual forces. The 

problem requires determining the positions and velocities of all the particles in the system, based 

on their initial conditions and the fundamental laws of physics that dictate their interactions. 

After computing a Potential Energy Surface (PES), it becomes possible to extract 

valuable information regarding the chemical system. This comprehensive description takes into 

account all conformers, isomers and energetically accessible motions of the system. The minima 

on the PES represents optimal molecular structures, with the lowest-energy minimum referred to 

as the global minimum (Figure 9). Several local minima, including higher-energy conformers 

and isomers, may also exist (Figure 9). The maximum on this surface represents the transition 

states between the reactants and products of a reaction.65,68. In the case of higher dimensional 

PESs, or hypersurfaces, the diagram becomes complex and many concepts not expressible in a 

one-dimensional PES can be expressed (Figure 10). 

 

Figure 9.  Graphic illustration of a one-dimensional potential energy surface.69 
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Figure 10. Potential Energy Surface of a two-dimensional system.22 

 

2.3 Electronic Structure Theory 

Electronic structure theory refers to a collection of computational and theoretical 

techniques used to investigate the electronic structure of molecules, atoms, and solids. It 

endeavors to comprehend the spatial arrangement of electrons and their energies in these 

systems, which is crucial for comprehending their physical and chemical properties. Electronic 

structure theory is based on the principles of quantum mechanics and utilizes mathematical 

models and algorithms to solve the Schrödinger equation, which explains the behavior of 

electrons in a specific system. The Schrodinger equation can be expressed in two forms: time-

independent (Equation 3) and time-dependent (Equation 4).22 

                                                                (3) 

                                                  (4) 

The Schrodinger equation uses the Hamiltonian operator (Ĥ) on the wavefunction (Ψ). Ĥ 

uses a potential energy operator and a kinetic energy operator (Figure 11) to express the total 

energy of the system. 
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Figure 11. Hamiltonian operator expressed as a function of the potential and kinetic energies of 

the system. The potential energy operator (V̂) is a function of spatial configuration of the system 

and time.70 

  

It is worthy of note that the Hamiltonian operator would take geometry inputs (x, y, z 

positions in a 3D cartesian space) of both nuclei and electrons (subatomic particles) for its 

solution. This is because the potential energy operator (V̂) shown in Figure 11 is a function of the 

spatial configuration of the system. So for a molecule such as water with 10 electrons and 3 

nuclei, the potential energy operator will take in 39 spatial variables in the form: 

V̂ = 𝑉(𝑟1𝑥, 𝑟1𝑦, 𝑟1𝑧 , 𝑟2𝑥, 𝑟2𝑦, 𝑟2𝑧 , 𝑟3𝑥, 𝑟3𝑦, 𝑟3𝑧 , … , 𝑟13𝑥, 𝑟13𝑦, 𝑟13𝑧)                         (5) 

A mathematical description of the Hamiltonian operator takes the form: 

Ĥ =  𝑇e +  𝑉ee +  𝑉eN +  𝑇N +  𝑉NN                                        (6) 

where the terms represent the electronic kinetic energy (𝑇e), the electron–electron Coulombic 

repulsion (𝑉ee), the electron–nuclear Coulombic attraction (𝑉eN), the nuclear kinetic energy 

(𝑇N) and the nuclear–nuclear Coulomb repulsion (𝑉NN), respectively.71 In order to reduce the 

complexities encountered in modeling systems with large numbers of atoms, several 

approximations have been made. One of the approximations used in electronic structure theory is 

the Born-Oppenheimer (BO) approximation. The BO approximation assumes that the nuclei are 

essentially stationary compared to the electrons. This approximation is very vital to 

computational chemistry as it simplifies the Schrodinger equation as we can focus on the 
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electronic energy and add a nuclear portion later to account for internuclear repulsion.  By using 

the Born-Oppenheimer approximation, the kinetic energy of the nuclei is assumed to be zero, and 

electron-nucleus correlation is neglected, thus simplifying the Hamiltonian operator. 

Consequently, only the first, second and third (which becomes a constant) terms remain in the 

operator.72 It also sets a precedent why the PES diagram is a plot of energy against nuclear 

coordinates rather that electron coordinates because the attractive forces between the cloud of 

mobile elctrons and the nuclie locks the nucli to a specific position and reveals the local positions 

of the atom (or atoms in the molecule) at that time. This is what makes for the geometry of the 

system. In the macroscopic world, the structure of a molecule influences the properties of that 

molecule. This is the case for geometries in models: they have significant impact on the 

molecule’s properties. It is a natural phenomenon that molecules will preferenntially adopt 

configurations of lower energy (most stable). Therefore, determining the most stable geometry is 

important in understang and predicting the properties of matter. This is known as geometry 

optimization. Initially, the user needs to specify the molecular geometry of the molecule. 

Subsequently, the program calculates the energies and energy gradients to identify the molecular 

geometry that corresponds to the minimum energy.67,68 Discovering the lowest energy structure 

allows for identifying the most stable geometry of the molecule, which helps to make predictions 

about its properties.  

Although we achieve a relatively high level of simplicity with the Born-Oppenheimer 

approximation, there is still a complexity problem. The repulsion between every electron (the 

second term in Equation 6) is a challenging problem to solve for many-body systems. The 

Hartree-Fock (HF) approximation addresses this challenge by approximating each electron as a 

single electron orbital. The HF approximation takes into account the electron-electron repulsion 



28 

by approximating the repulsion terms in the Schrodinger equation as an average iteration 

between electrons.22,65 This approximation is advantageous in that it simplifies the many-electron 

Schrödinger equation into multiple one-electron equations.68 

2.4 Molecular Dynamics and Ab Initio Molecular Dynamics 

Molecular dynamics (MD) simulation is a computational method that allows for a very 

fine microscopic modeling done on a molecular scale.63 MD studies the movements, 

deformations and interations of molecules over time by solving equations of motion and 

generating a dynamic visual representation of the occurences in the system.63,73,74  

𝐹 = 𝑚𝑎                                                                  (7)    

The accuracy of a MD calculation heavily depends on the method used for defining the 

forces.71 In various applications, forces are computed using an empirical model or "force field," 

which has been widely successful in describing a broad range of systems, including simple 

liquids, solids, polymers, proteins, membranes, and nucleic acids. However, force fields typically 

do not incorporate electronic polarization effects and may require specialized techniques to 

handle chemical reactivity. Therefore, for more precise treatment of these effects, ab initio MD 

(AIMD) methodology is often necessary.71 Also, most MD models used for studying molecules 

with large numbers of atoms are reported to be classical and for a classical system, Newton’s 

second law of motion (Equation 7) represents the simplest of the equations of motion.22,73 The 

reason for using classical mechanics instead of quantum mechanics, especially as the latter 

provides a finer description of the behavior of matter, is because the solution of the Schrodinger 

equation becomes more and more complex as the number of atoms in the molecule increases.  

The term ab initio is latin for “from the beginning” and it is used to refer to 

computational methods built up from fundamental physical principles without any experimental 
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data.68 Classical molecular mechanics and AIMD have distinct domains of application. While 

classical mechanics is suitable for describing large systems (> 100 atoms), AIMD calculations 

are restricted to small molecular systems (< 100 atoms) due to their demanding quantum 

mechanical analysis, consequently resulting in significantly higher computational costs. 

Although AIMD calculations are more expensive, it is advantageous as it provides a finer 

description of the system. At the core of every ab initio molecular dynamics method lies the 

concept of calculating the forces acting on the nuclei using electronic structure calculations that 

are conducted in an “on-the-fly” manner while generating the molecular dynamics trajectory.71,75 

This allows chemical bond breaking and forming events to occur and accounts for electronic 

polarization effects.71  

2.5 Density Functional Theory (DFT) 

In recent years, Density Functional Theory (DFT) has gained significant popularity and 

has become the electronic structure method most commoly used in AIMD.22,68,71 This can be 

attributed to it being less computationally demanding compared to other methods with similar 

levels of accuracy.68 Density functional theory (DFT) is a computational method that uses the 

electron density rather than the wavefunction to make predictions about the properties of 

molecular systems.76 Density Functional Theory (DFT) operates on the premise that the energy 

of a molecule can be derived from its electron density rather than its wave function. This is based 

on the Hohenberg-Kohn theorem that states that the electron density function of an atom or 

molecule determines its ground-state properties. Although Hohenberg and Kohn stated this, a 

practical application of this thoery similar to the Hartree-Fock method was developed by Kohn 

and Sham.67,68 In DFT, the total energy of a system is expressed as a functional of its electron 

density, rather than being calculated from the complex N-electron wave function, as in 
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traditional methods.67 Figure 12 provides a pictoral illustration of both methods and how they 

differ. The electron density is calculated by solving the Kohn-Sham equations. These equations 

simplifies the challenging problem of the many-body system involving interacting electrons in a 

static external potential to a manageable problem of non-interacting electrons that move in an 

effective potential. The effective potential comprises the external potential and considers the 

influence of Coulomb interactions between the electrons, including exchange and correlation 

interactions.77,78 

 

Figure 12. A graphic illustration of Many-Body perspective vs DFT perspective. DFT replaces 

the many particle electron idea with electron density. The blue arrows represents attractive 

coulombic forces between the nucleus and electrons; the red arrows represents repulsion between 

electrons.  

 

DFT has many advantages such as its computational efficiency and its ability to capture 

many-body effects. However DFT has some limitations. In DFT, the self-interaction error (SIE) 

arises when a single electron in the electronic density functional interacts with itself. In principle, 

this interaction should cancel out, as an electron cannot interact with itself. However, the 

exchange-correlation functionals utilized in DFT do not accurately account for this cancellation, 
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leading to potential overestimation or underestimation of the energy and electronic properties of 

a system. As a result, errors may arise in predicting chemical reactions, electronic structure, and 

other relevant properties. To address this issue, researchers have developed several correction 

methods, including the use of hybrid functionals that blend DFT with other techniques like 

Hartree-Fock.79,80 A delocalization error also arises in DFT when the energies of delocalized 

systems (such as molecules with extended pi systems or metallic systems) are underestimated.81 

These type of errors can also be corrected by using hybrid functionals. Dispersion error in DFT 

arises from the fact that the exchange-correlation functionals used in DFT do not accurately 

account for van der Waals forces, which are crucial in the interaction between atoms and 

molecules. When this error is not corrected, the accuracy of DFT can be affected.  To tackle this 

problem, dispersion-corrected DFT methods have been developed, which incorporate corrections 

for dispersion interactions.77,78 

2.6 The Concept of an Ensemble and its Importance 

In computational chemistry, an ensemble refers to a collection of multiple molecular 

structures that represent the different possible conformations or configurations of a molecule or a 

system of molecules. In the macroscopic world, the focus of the majority of chemical research is 

not on a single molecule, but rather on observable macroscopic properties of matter that consist 

of incredibly large numbers of molecules – an ensemble.65 Various laboratory experiments and 

syntheses reveal several products including a mixture of regioisomers, stereoisomers and 

compounds with different vibrational states. What this points to is that reactions may proceed in 

several pathways. The importance of using ensembles in computational chemistry is to capture 

all possible pathways of a reaction. Ensembles can more accurately capture the dynamic 

behavior of molecules and the impact of conformational changes on their properties and 
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interactions with other molecules by taking into account multiple conformations. The most 

realistic depiction of how a reaction occurs is through an ensemble of trajectory calculations.68 
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CHAPTER 3: RESEARCH METHODOLOGY 

 

3.1 AIMD Database Human-Oriented Visual Analysis (HOVA) 

The previous chapter discussed molecular dynamics and approximations used in ab initio 

molecular dynamics in a general sense. However, this chapter discusses ab initio molecular 

dynamics as it was used specifically for this work. To begin, an overview of what the steps in ab 

initio molecular dynamics simulation entail is given below:68 

1. Selection of System: The initial step in ab initio molecular dynamics involves 

selecting a system of interest and determining its initial state, which includes 

specifying the positions and velocities of its constituent atoms. 

2. Calculation of Potential Energy: Subsequently, the potential energy of the system is 

computed based on the electronic structure of the atoms. The calculation is typically 

carried out using quantum mechanical methods such as density functional theory 

(DFT) or other suitable techniques. 

3. MD Simulation: Following the calculation of potential energy, the system is 

simulated using molecular dynamics (MD) techniques. The MD simulation involves 

updating the positions and velocities of the atoms based on the forces acting on them 

for a short time (timestep), which is achieved by solving the equations of motion for 

the atoms. 

4. Repeat Cycle: The process outlined in steps 2 and 3 is repeated for a specified 

number of time steps or until a specific stopping criterion is met. In our case, it was 

an average of 1000 time steps. During the simulation, properties of the system, such 

as its energy, temperature, and pressure, can be monitored and analyzed. 
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5. Post-simulation Analysis: Following the simulation, the trajectories of the atoms can 

be analyzed to extract various properties of interest, such as diffusion coefficients, 

reaction rates, and structural properties.  

In computational chemistry, a model chemistry refers to a set of theoretical methods and 

approximations used to calculate the electronic structure of molecules or materials. The choice of 

model chemistry can greatly affect the accuracy of the computed properties, such as energies, 

structures, and spectroscopic properties. Model chemistries typically include a combination of a 

funtional and a basis set. The functional describes the approximate exchange-correlation energy 

of the electronic system, while the basis set describes how the wavefunction is represented in 

terms of atomic orbitals.  

Pierre Hohenberg and Walter Kohn proposed that the energy of a system could be 

expressed in terms of the electron density functional, as shown below: 

E[ρ] = Ts[ρ] + J[ρ] + Exc[ρ]                                                         (7) 

Where E[ρ] is the energy of the system, Ts[ρ] is the kinetic energy of the non-interacting system, 

J[ρ] is the electrostatic distribution of the charge, and Exc[ρ], known as the exchange-correlation 

functional, is the information that is not known about the system. It should be noted that a 

functional is a function that takes another function as its input. It is this exchange-correlation 

functional, which is unknown, that is being approximated by trying out various functional 

methods.76 

On the other hand, a basis set is a collection of mathematical functions, known as basis 

functions, which are employed to approximate the electronic wavefunction or density (as 

appropriate). This technique is commonly used in the Hartree-Fock method and density-

functional theory to convert the partial differential equations of the model into algebraic 
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equations that can be efficiently solved on a computer. By combining the basis functions in a 

specific way, the electronic wave function can be represented as a linear combination of these 

functions, allowing for a computationally feasible description of the electronic structure. The 

selection of an appropriate basis set is crucial to accurately represent the electronic wave 

function, and a wide range of basis sets are available with varying levels of accuracy and 

complexity. The basis set is usally composed of atomic orbitals and there are different types of 

orbitals that can be used. STOs (Slater-type orbitals) were initially used as basis functions for 

computational chemistry. However, it was found that performing integrals using STOs is 

computationally challenging. Frank Boys proposed approximating STOs as linear combinations 

of Gaussian-type orbitals (GTOs) instead. GTOs allow for closed-form integrals, as the product 

of two GTOs can be expressed as a linear combination of GTOs. This approach, which was 

pioneered by John Pople, results in significant computational efficiency and has become a widely 

used approach in computational chemistry.77,78,82 Both the functional and basis set are chosen to 

approximate the true wavefunction of the electronic system, and different combinations of 

functional and basis set can be used to achieve different levels of accuracy in the calculation. In 

fact, these two represent the biggest factors in determining the accuracy of the results.68 

In a previous work, Wilson and Siebert selected a model chemistry that best reproduces 

experimental BDEs of 44 reactions (chemical moiety representatives – CMRs) that had structural 

resemblance to methyl linoleate and methyl oleate.83 The results of the work were collected for 

direct molecular dynamics simulations, which will accurately account for kinetic and 

thermodynamic properties of the system. One such property is the vibrational energy of the 

atoms in the large molecule. The selected model chemistry was M06-2X/6-31+G(d,p), in the 

format of FUNCTIONAL/BASIS SET. The M06-2X functional belongs to a group of highly 
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parametized approximate exchange-correlation energy funtions called Minnesota Functionals 

(Myz).84 The M06-2X represents the top performer within the 06 functionals (a family of 

functionals within the Myz group) for main group thermochemistry, kinectics and non-covalent 

interactions (like hydrogen bonding, π-π stacking, and van der Waals forces).84,85 The 6-

31+G(d,p) is a double-zeta basis function which means it has two basis functions per valence 

orbital.86 The method was chosen based on degree of alignment with experimental BDEs of the 

CMRs as well as the economy of usage.72 Consequently, the model chemistry is used for ab 

initio molecular dynamics (AIMD) simulation to generate a database of 100 trajectories for 

analysis. Figure 13 below is a picture of a typical methyl linoleate initial state used to simulate a 

trajectory in the database. 

 

Figure 13. A typical methyl linoleate trajectory in the AIMD database. The colors red, dark 

grey, and light grey represent oxygen, carbon and hydrogen atoms respectively. 

 

Figure 13 above is a picture of what a methyl linoleate trajectory looks like. However, a 

trajectory is a movie in which atoms receive new positions every discrete timestep. This new 
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position of atoms are determined by solving Newton’s law of motion. Trajectories in our 

database had a time step of 1.0 fs with an overall timeframe of 1000 fs. All trajectories (movies) 

were watched for bond- breaking and bond-forming events, and the time of occurrence of the 

events were logged.  

3.2 Test for Statistical Significance 

Computational methods are characterized by approximations. These approximations may 

indirectly reduce the accuracy of findings. Also, the thermal cracking process is characterized by 

homolytic scissions. Homolytic scissions in turn leaves two radicals behind. Free radicals are 

known to be very reactive and thus they have very short life span. The trajectories in the AIMD 

database show the fate of these radicals over the set time allocation. It is pertinent to note that 

such high energy systems have high entropy (or degree of randomness) and as such, some events 

may be due to random chance. To eliminate this possibility to a reasonable degree, a statistical 

significance test is done. An event (or observation) is said to be statistically significant if it is 

unlikely that it happened due to random chance. A test for statistical significance is a method 

used in statistical analysis to determine whether an observation is likely to be real or simply due 

to chance. In conducting this test, a hypothesis is first made that postulates that there is no real 

difference between the groups being examined. This hypothesis is known as the null hypothesis. 

The test calculates a p-value, which is a measure of the probability that the observed difference 

or effect could have occurred by chance alone. A pre-determined threshold, called the confidence 

level, is set. A critical value (Z score) is obtained from a probability distribution based on the 

threshold set. If the p-value, is lower than a pre-determined threshold (⍺, typically 0.05), then the 

null hypothesis is rejected, and it is concluded that the difference or effect is statistically 

significant. In this work, the confidence level was set to 95%, resulting in a critical value of 1.96. 
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Figure 14 provides an illustration for this. Expressions of statitical equations for this test can be 

seen in Equation 8 and Equation 9.  

 

Figure 14. Standard Normal Distribution curve at 95% confidence level (⍺ is 0.05). The null 

hypothesis can be rejected if the p-value is within the shaded area.87,88 

 

For event x, 

𝑃𝑟(𝑥) =
𝑁𝑜𝑏𝑠(𝑥)

𝑁𝑡𝑜𝑡𝑎𝑙
                                                             (8) 

𝐶𝐼 = 𝑍√
𝑃𝑟(𝑥)×[1−𝑃𝑟(𝑥)]

𝑁𝑡𝑜𝑡𝑎𝑙
                                                    (9) 

Where Pr(x) is the probability of event x occuring, which is given by its frequency per 

total number of events that occurred; CI represents confidence interval; and Z represents critical 

value (or Z score – 1.96 in this test).    

After watching the trajectory movies and logging the events, a test for statitistical 

significance was done to get only significant events. However, the results of this test can be 

influenced by the sample size because larger sample sizes provide greater statistical power and 

can result in more significant results. 

3.3 Bond Dissociation Energy (BDE) Calculations 

One important aspect of chemical behavior is the bond dissociation energies (BDEs) 

associated with its molecular structure. By understanding the specific BDEs, researchers can gain 
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a better understanding of the underlying chemical processes involved in its transformation and 

utilization. BDE refers to the energy necessary to break a chemical bond. It measures the 

strength of a chemical bond and represents the energy required to break the bond homolytically, 

where each atom retains one electron of the shared pair, under specific conditions. The unit of 

measurement for BDE is typically expressed in kilocalories per mole (kcal/mol). The 

significance of BDE calculations in AIMD lies in the valuable information they provide 

regarding the stability and reactivity of chemical compounds. In AIMD, BDE calculations enable 

the investigation of the breaking and formation of chemical bonds in real-time, which is essential 

in this work for comprehending chemical reactions and reaction mechanisms. Also, since the 

primary path of pyrolysis is homolytic bond cleavages, BDE calculations are vital in the 

description of the system being investigated. 

For the reaction below: 

                                                                                             (10) 

Let… 

                                     𝐸𝐴𝐵 =  𝐸𝐸𝐴𝐵 + 𝑍𝑃𝐸𝐶𝐴𝐵                                                                      (11) 

𝐸𝐴. =  𝐸𝐸𝐴. +𝑍𝑃𝐸𝐶𝐴.                                                                      (12) 

𝐸𝐵. =  𝐸𝐸𝐵. +𝑍𝑃𝐸𝐶𝐵 .                                                                      (13) 

Then… 

𝐵𝐷𝐸 =   627.51(𝐸𝐴. +𝐸𝐵. −𝐸𝐴𝐵)                                                                (14) 

Where 𝐸𝐸 and 𝑍𝑃𝐸𝐶 represents the electronic energy and zero-point energy correction 

repectively, in hartrees (Ha). 627.51 kcal/mol is equal to 1 Ha and is used as a conversion factor 

in Equation 13. Therefore, BDE is expressed in kcal/mol in Equation 13. Both 𝐸𝐸 and 𝑍𝑃𝐸𝐶 are 

computed with the Guassian 09 Suite.89 The Zero-Point Energy is the lowest energy state that a 
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molecule can have as a result of its vibrational motion, even when the temperature is at absolute 

zero. The Zero-Point Energy Correction is a correction term used in computational chemistry to 

account for the quantum mechanical effects of these vibrations. ZPEC is significant contributor 

in the calculation of a molecule's total energy. Neglecting this correction may lead to inacurate 

energy calculations and, consequently, an incorrect prediction of its properties.68,90 

Several studies, mostly computational, have shown BDE information for various FAMEs. 

This is important to this work as it provides a point of reference for determining the accuracy of 

the model chemistry employed in this work. Siebert and Wilson have reported BDEs for methyl 

linoleate and methyly oleate. In this study, they utilized various quantum chemical methods, such 

as B3LYP, M06-2X, B97D, MP2, and CBS-QB3, to investigate BDEs. To evaluate the accuracy 

of these methods, a set of 44 reactions, reffered to as chemical moeity representatives (CMRs), 

with known experimental energies were focused on. These CMRs were chosen based on their 

structural similarity with FAMEs. The results indicate that the M06-2X/6-31+G(d,p) model 

chemistry is more cost effective and yields close results comparable to the experimental BDEs of 

the CMRs. This provides a basis for a cost-effective alternative for estimating BDEs in similar 

systems. Figure 15 below is a methyl linoleate trajectory with BDEs indicated for each bond.83 In 

the next chapter, the BDEs determined by Wilson and Siebert will be compared with the BDEs 

of bonds that cleaved in the first event. 

 

Figure 15. M06-2X/6-31+G(d,p) optimized geometry of methyl linoleate with BDEs for each 

bond, in kcal/mol. Preferred sites for bond cleavage are indicated in bold, italic, and underlined 

text.83 
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3.4 Development of Computer-based Analysis Method 

Understanding the methodology of this work, and many other molecular dynamics work, 

has led to a need to automate some portion of the post-simulation analysis. The importance of 

creating an ensemble and large sample sizes have been discussed in previous sections. This 

points to the fact that we need large ensembles for more accurate description of our system. In 

this work, a total of one hundred (100) trajectories were analyzed for bond breaking and bond 

forming events. The conventional way of  analysis is a human-oriented visual approach (HOVA) 

where a person sits to “watch” the movies and manually logs the events as he or she sees them 

occur. To increase accuracy of the system we seek to understand and describe, a larger ensemble 

with more trajectories is required. The problem with this is that the human oriented approach 

analysis of larger ensembles would be more time consuming and prone to a higher degree of 

human error. It then becomes important to automate “watching” with computational means. This 

has led to the development of a computer-based automated analysis method. Figure 16 gives an 

illustration of the steps taken in the development of this method. 

 

Figure 16. Steps taken in developing computer-based automated method for complete trajectory 

analyis. 

 

Step 1:

Develop a 
software to 
‘watch’ and 
log events

Step 2:

Test software 
results

Step 3:

Optimize 
software and 
repeat step 2



42 

The first step of developing the software (done by another part of the Siebert lab) 

involved using a lot of python libraries. The software was writen in python language and some of 

the libraries used include ASE (atomic simulation environment), numpy, pandas, and gaussian 

1D filter. There are two types of events to be logged: breaking events and forming events. For 

the purpose of understanding what the computer does in this method, a cursory outline of steps 

taken by the computer to log breaking events is given below: 

1. Create a list of atom pairs indices (x and y) where bonds exist 

2. Get a list of the velocity (distance per time) of the pairs at every timestep. Atoms are 

in constant vibrations and move some distance naturally without any external force. 

Thus, only distance would not adequately define bond cleavage. But if a pair of atoms 

that were bonded move relatively far apart from each other in a relatively shorter 

time, it is very likely that bonds were broken. 

3. Iterate through the list in step 1 and fish out atom pairs that have velocities above a 

certain threshold. 

4. Get the timestep (t) where this velocity that is above the threshold is first observed.   

5. Return a list with the index of the pairs and the timestep. It takes the form of [‘b’, x, 

y, t], where ‘b’ signifies that it is a breaking event. 

Below is a cursory outline of the steps taken to log forming events: 

1. Create a list of the indices of pairs of non-bonded atoms (x and y). 

2. Get a list of the distances between the atoms (x and y) at every timestep. 

3. Iterate through the list in step 1 and calculate the covalent radii factor of these atoms. 

The covalent radii factor is a function of the sizes of the atoms and a determined 

constant. The next section explains in detail the function of Van der Wall radius in 
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determining the specific interatomic distance below which a bond is considered to 

have been formed. 

4. Get the timestep (t) where the distances in the list in step 2 is less than or equal to the 

covalent radii factor calculated in step 3. 

5. Return a list with the index of the pairs and the timestep. It takes the form of [‘f’, x, y, 

t], where ‘f’ signifies that it is a forming event. 

In determining forming events, one other thing that is considered is the possibility of a 

rebreak. Thus if two events occur between same atoms such that one event is a forming event 

and the other is a breaking event, the computer would not log either of them. The returned list is 

generated for every trajectory and is stored in a dataframe, and eventually exported as a csv file. 

The software also returns the fragment products per trajectory. 

The software was tested with the AIMD trajectory database and the results were 

compared with the results from the visual analysis. Based on the results, we improve the code 

and repeat testing. 

3.5 Van der Walls Radius 

A very crucial part of thermal cracking studies is the determination of the point where a 

bond can be considered broken or formed. To determine the breaking or forming of a bond in 

computational chemistry, the distance between the two atoms forming the bond is monitored. 

The bond is regarded as broken when the distance between the atoms exceeds a defined 

threshold value or is regarded as formed when the distance between the atoms goes below a 

defined threshold value. The Harmonic oscillator potential and the Morse potential are models 

that describe the bond energy as a function of internuclear distance (bond stretching).68 However, 

the Morse potential provides a more precise depiction of a molecule's energy as it accounts for 
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the anharmonicity of molecular vibrations (specifying that vibrational energy levels are not 

equally spaced) and explicitly includes the effect of bond breaking.68 This can be illustrated 

graphically with Figure 17. 

  

Figure 17. Energy as a function of internuclear separation expressed with Harmonic (green) and 

Morse (blue) potentials. The Morse potential description of the anharmonicity of the vibrational 

energy levels show that the spacing decreases as the energy approaches dissociation energy. The 

zero-point energy of the lowest vibrational level (v = 0) leads to the dissociation energy De being 

greater than the actual energy required for dissociation D0.
91 

 

The Morse potential energy function takes the form: 

𝑉(𝑟) = 𝐷𝑒(1 − 𝑒−𝑎(𝑟−𝑟𝑒))2                                            (14) 

Where 𝑟 is the internuclear distance; 𝑟e is the equilibrium bond distance, 𝐷𝑒 is the well 

depth; and 𝑎 determines the width of the potential. While the pair of atoms that are bonded 

vibrates, its energy fluctuates within the energy dip. However, the atoms will cease to be bonded 

when the vibrational energy becomes more than the attractive forces between the atoms. At this 

point, the bond can be considered broken.22 For this work (specifically, for the definition of a 

forming event in the computer-based automated method), the chosen internuclear distance at 

which a bond is considered broken or formed is based on the Van der Waals (VdW) radii of the 

atoms in question. The van der Waals radius of an atom refers to the radius of a hypothetical 



45 

rigid sphere that represents the closest possible approach of another atom to it.22 For this work, 

the maximum internuclear distance expected to have a bond was set to be the sum of the Van der 

Waals radii of the species. Above this point, the bond can be said to have broken; and below this 

point, a bond can be said to exist. This has been used to define bond breaking in transition 

structures, making it a good basis upon which bond forming events in the database are 

established.68 Table 3 shows reported Van der Waals radii for the three atoms in our system. 

Table 3. Van der Waals radii of the three atoms pertinent to methyl linoleate.92 Initial structure 

of methyl linoleate have C-C, C-H, and C-O bonds, with maximum internuclear distances for a 

bond to exist being 3.4 Å, 2.9 Å, and 3.22 Å respectively. 

 

Element VdW Radius (Å) 

Hydrogen 1.20 

Carbon 1.70 

Oxygen 1.52 
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CHAPTER 4: RESULTS AND DISCUSSIONS 

 

4.1 AIMD Database Human-Oriented Visual Analysis (HOVA) Results 

In describing observations of the visual analysis, there are different angles to use. To 

describe the results of this research, Figure 18 below serves as a scheme for effective 

representation of bonds and atoms of the methyl linoleate molecule. 

 

Figure 18. The numbering scheme for methyl linoleate adopted for describing bond cleavages in 

the simulation. 

 

4.2 Top Level Description of Results 

A total of 100 trajectories were observed for bond breaking and forming events. These 

trajectories were observed using a software called Avogadro.93 Avogadro is an advanced 

molecule editor and visualizer, developed by the Avogadro project, specifically designed to be 

used across different platforms in computational chemistry, bioinformatics, materials science, 

and other related fields. It can be used to create molecular structures, format input files, and 

analyze the output of various computational chemistry packages.93 The trajectories in the AIMD 

database are opened with Avogadro and played as an animation. This is then watched closely by 

a human (myself in this case) for times where atoms move too far apart such that corresponding 

bonds are broken or where atoms move so close that a bond is formed. The bonds, as they break 

and form, are literally seen in the movie. Figure 19 is a picture of a methyl linoleate trajectory 

where a bond is observed to have broken. Sometimes, atoms may vibrate such that they go 

relatively far from each other, and Avogadro displays the bonds between them as temporarily 
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broken when truly they are not. To reduce the possibility of logging this occurrence as an event, 

the trajectory is observed for some more time. If atoms remain far apart and do not join back, 

then it is safe to log the event. 

 

Figure 19. An example trajectory where C4-C5 and C6-C7 bonds are observed to have broken, 

producing 1 x C1-C4, 1 x carbonyl, and 1 x C6-C8 products. 

 

To validate this analysis method, theoretical data is compared with experimental data. 

68% of the corresponding fatty acid of methyl linoleate, linoleic acid, have been reported to be 

conserved during thermal decomposition.22 This, to a good degree, is in alignment with results 

from our computational simulation where 72% did not dissociate. 

Still on validating this method, experimental interpretation of products from linoleic acid 

pyrolysis have been reported by Asomaning et. al. (2014) (earlier reviewed in chapter 1).58 The 

gas and liquid product fractions were analyzed and identified using gas chromatography and 

mass spectrometry, suggesting that solid fractions were negligible. The theoretical results are 

aligned with this as there is little or no presence of higher weight products than the original 

molecule. The gas-phase accounted for 15.55 - 30.9 wt. % of the feed, primarily characterized by 

low weight hydrocarbons (C1-C4), CO2, CO, and H2. The liquid phase was approximately 68.79 

– 87.66 wt. % of the feed, primarily characterized by high weight hydrocarbons (C6-C18) and 
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carbonyls.58 Figure 20 provide the product distribution obtained from the AIMD database and 

Asomaning et al. (2014) study. 

      I            II 

            

Figure 20. Pyrolysis product distribution obtained from (I) AIMD database, and (II) Asomaning 

et. al. (2014). Categories are displayed based on categories adopted by Asomaning et. al. 

(2014).58   

 

Since the initial state of each trajectory is a molecule with atoms bonded to one another, 

it is expected that the first events will be bond breaking. A total of 28 trajectories (28%) 

dissociated, and 72 did not. The maximum number of dissociations (only bond breaking events) 

per trajectory was 5, and minimum was 1. The average time it took the first breaking event to 

occur was 416 fs. Figure 21 illustrates the frequency of all bond dissociations. 

We observed high frequency of hydrogen abstraction in the methyl moiety of the 

molecule even though we expect bond dissociation energies for this particular C-H bond to be 

higher than most C-H bond in the molecule (all with the exception of C-H bonds associated with 

sp2 hybridized carbons). This observation can be explained by several factors. One of such 

factors is steric effect which happens because the bulky linoleate moiety easily stabilizes the 
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Figure 21. Frequency of total bond dissociations. Black line indicates C-H bond dissociations 

while blue arrows indicate corresponding C-O and C-C bond dissociations. 

 

resulting radical. Another explanation is the presence of the electronegative atom oxygen. 

Oxygen’s electronegativity results in delocalizing electron density from the radical that is formed 

upon cleavage, thus stabilizing it. Generally C-H bonds have higher BDEs than C-C.94 The 

observations from Figure 21 regarding the frequency of C-H bond scissions align with the 

general expectation that higher bond dissociation energies (BDEs) correspond to stronger bonds. 

It is evident that most C-H scissions either do not occur or occur just once. This observation 

supports the understanding that C-H bonds with higher BDEs are less prone to breaking, 

indicating their stronger nature. However, two C-H bond dissociations (C4-H and C11-H) occur 

more frequently (two times). The reason for this is that C11 is a bis-allylic site. A bis-allylic site 

refers to a specific chemical moiety within a molecule that contains two adjacent allylic groups. 

An allylic group consists of atoms bonded to a carbon-carbon double bond, which is located next 

to another carbon-carbon double bond. The BDE for bis-allylic C-H bond is relatively low (< 

88kcal/mol).94 On the other hand, C4-H scission is a result from C5-C6 scission ( a significant 

event, as discussed in the next section). An illustration is given in Figure 22.  

The high frequency of the methoxy bond (C1a-H) scission is because of resonance effect 

from the carbonyl moiety. In the event that this scission occurs, the presence of conjugated 
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double bonds in the linoleate moiety can lead to resonance stabilization of the resulting linoleate 

radical.    

 

Figure 22. Illustration of C4-H scission. 

 

The high frequency of the methoxy bond (C1a-H) scission is because of resonance effect 

from the carbonyl moiety. In the event that this scission occurs, the presence of conjugated 

double bonds in the linoleate moiety can lead to resonance stabilization of the resulting linoleate 

radical.    

4.3 Granular Level Description of Results 

A test for statistical significance was done on the 28 trajectories that dissociated. While 

these 28 trajectories dissociated, some of the dissociations may be due to random chance. The 

essence of this statistical test was to eliminate, to a high degree, the possibility of reporting 

events that happened due to chance. It is important to note that within the 28 trajectories that 

dissociated, some events occurred more than once, leading to 10 distinct first (breaking) events, 

only three of which were found to be statistically significant, leading to the conclusion that a 

larger ensemble is needed to accurately describe the system. Table 4 shows this. 
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Table 4. Statistical analysis of events. Only three events are significant.  

 

Type Atom 1 Atom 2 Frequency 𝑝̂ C. I. Sig? 

Break C1a O1 9 0.3333 0.1778 Sig 

Break C1a H 6 0.2222 0.1568 Sig 

Break C5 C6 4 0.1481 0.1340 Sig 

Break C10 C11 3 0.1111 0.1185 Not Sig 

Break C8 C9 1 0.0370 0.1185 Not Sig 

Break C1 C2 1 0.0370 0.1185 Not Sig 

Break C2 C3 1 0.0370 0.1185 Not Sig 

Break C3 C4 1 0.0370 0.1185 Not Sig 

Break C4 C5 1 0.0370 0.1185 Not Sig 

Break C13 C14 1 0.0370 0.1185 Not Sig 

 

4.4 Bond Dissociation Energy (BDE) Analysis 

Bond dissociation energies (BDE) have been used in previous studies to assess the 

energetics and thermochemical properties of a system. Since the primary path of pyrolysis is  

homolytic bond cleavages, BDE calculations will be vital in describing our system. Bond 

dissociation energy calculations were performed on first bond breaking events. It is rational to 

expect that bonds with high BDEs will have low frequency of dissociations. Figure 23 is an 

illustration of the BDEs of the first 10 distinct events. 

In comparison to the study done by Wilson and Siebert, this study considers both kinetic 

and thermodynamic preferences, including redistribution of vibrational energies. The 

redistribution of vibrational energy in large chemical compounds happens when energy is 

exchanged between different vibrational modes within the molecule. Complex molecules, like 

methyl linoleate, possess multiple vibrational modes associated with distinct molecular motions,  
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Figure 23. BDEs for first (breaking) events. “U” denotes the starting material (methyl linoleate). 

 

such as stretching and bending. When energy is initially introduced into a specific vibrational 

mode, it can subsequently spread and redistribute across other vibrational modes within the 

molecule. This energy redistribution process allows the molecule to dynamically transfer and 

share vibrational energy, impacting its overall vibrational behavior and thermal properties. Table 

5 compares BDEs of this study with BDEs of Wilson and Siebert’s study. The difference 
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observed between these studies may be positive or negative and is solely due to conformational 

differences. Hence, the absolutes are presented.  

Table 5. BDE (in kcal/mol) comparison between this study and that of Wilson and Siebert. 

 

Bond This study Wilson and Siebert83 Absolute difference 

C1-C2 94.3 95.0 0.7 

C2-C3 84.5 85.2 0.7 

C3-C4 87.8 88.6 0.8 

C4-C5 85.3 88.2 2.9 

C5-C6 88.3 88.4 0.1 

C8-C9 98.2 98.7 0.5 

C10-C11 88.5 83.4 5.1 

C13-C14 95.7 97.6 1.9 

C1a-H 98.6 97.8 0.8 

C1a-Oa 89.5 91.2 1.7 

 

The difference observed in bond C10-C11 is large relative to the others. It is worthy of 

note that C11 is a bis-allylic site and can explain the exception. The vibrational modes associated 

with the double bonds in the allylic groups can interact with each other, leading to vibrational 

coupling and energy redistribution. This discrepancy could be explained by redistribution of 

vibrational energies. When the energy is redistributed away from the bond we want to break, it 

means that less energy is concentrated in that specific bond. In this case, when we apply 

additional energy to break the bond, we need to provide more energy because the bond is not 

weakened by the redistributed vibrational energy. This can increase the apparent BDE because 

more additional energy is required to break the bond.  

The BDE analysis fails to explain possible later dissociations.  From Figure 23 and 

Figure 21, BDE calculations for bonds between C2 – C4 (between 84.5kcal/mol and 
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87.8kcal/mol) are lower than that of C1 – C2 (94.3kcal/mol), thus we should expect a higher 

frequency of dissociations from those bonds than C1 – C2 bond, but this is not the case (as seen in 

Figure 18). To explain this deviation, later dissociations, or possibly complete dissociations, 

should be analyzed. In the visual analysis, C1 - C2 cleavage occurred only twice: (1) in a 

trajectory with it as the only event; and (2) in a trajectory with several events but C1 – C2 

cleavage was the last event in the trajectory at time step 766. This trajectory had a total 

simulation time of 845 fs. Some fragments from trajectory in (2) are C2H4 and CHO. These 

fragments include very stable molecules like H2 and CO in their structures.95,96 Since chemical 

reactions proceed in the most energetically favored path, an explanation for this observation in 

our database could be that the simulation time may not be long enough to observe further 

dissociations. In Figure 24, three potential sites for significant bond cleavage are identified based 

on their relatively low BDEs when compared with BDEs of bonds that cleaved more frequently. 

Although other factors might be at play here (such as later dissociations discussed above, or 

smaller Van der Walls radii that defines bond breaking), the magnitude of the difference (14.1 

kcal/mol) is too large to ignore. This further reiterates the need for a larger ensemble of 

trajectories. 

 

Figure 24. BDEs obtained from significant bond breaking events vs selected bonds with low 

BDEs being identified as potential sites for significant bond cleavage. 
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4.5 Assessment of Computer-Based Analysis Method 

The development of this method is proving to be very promising. A very significant 

agreement between the human-oriented visual analysis (HOVA) and the computer-based 

automated method (CBAM) have been recorded. Table 6 is a confusion matrix that illustrates the 

alignment of both methods. 

Table 6. Confusion matrix illustrating the alignment of the human-oriented visual method and 

the new computer-based automated method.  

 

CBAM 

HOVA 

Eventful Non-eventful 

Eventful 28 0 

Non-eventful 1 71 

 

The confusion matrix is a tabular representation used to assess the effectiveness of the 

automated method by comparing its output with the results obtained from the visual analysis. It 

provides a concise summary of the CBAM performance by categorizing the results into true 

positives (28), false positives (0), true negatives (71), and false negatives (1). The four categories 

are outlined below: 

- True Positive (TP): The method correctly aligned with the HOVA eventful class 

(number of trajectories that dissociated). CBAM and HOVA both recorded 28 

trajectories for this. 

- False Positive (FP): The method logged events when HOVA recorded no events. In 

the above matrix, there are no trajectories in this category. 

- True Negative (TN): The method correctly aligned with the HOVA non-eventful 

class (number of trajectories that did not dissociate). CBAM and HOVA both 

recorded 71 trajectories for this. 
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- False Negative (FN): The method did not log events when HOVA recorded events. In 

the above matrix, there is only one trajectory in this category. 

This is a very significant agreement between both methods indicating that development 

of the CBAM is very promising. Only one out of one hundred trajectories fall out of alignment 

(99% agreement). However, some anomalies were also recorded. These anomalies will be 

presented and discussed. 

The time logged by the computer for breaking events happened to be significantly far 

from that of the HOVA. The average difference between the timesteps from both methods is 

171.96 fs. As described in the previous chapter, breaking events are defined in the code as a 

function of the velocities of atoms. Further investigations revealed that velocities kick in much 

earlier than when the bonds were spotted to be broken in the actual trajectory movie watched 

with Avogadro, and this is why CBAM logs breaking events earlier than HOVA. An illustration 

of this is seen in Figure 25. 

 

Figure 25. Graphs of interatomic distance (top) and velocity (bottom) vs timestep for the first 

trajectory (J0001), for atoms C5 and C6. The break threshold velocity is set at 0.002 Å/fs. This 

break threshold is met at timestep 760 fs as against the timestep where actual cleavage occurs in 

the visual analysis done with Avogadro (838 fs). 
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Another anomaly observed was that CBAM fails to log breaking events that occurred 

close to the end of the trajectory. This is related to the first anomaly in that breaking events are 

defined by velocities, which are consequently defined by time. Being that the event happens 

towards the end, there is not sufficient time to compute velocity. Since the root cause of these 

two issues is in the way that breaking events are being defined, redefinition may be instrumental 

in solving them. The last anomaly observed was with forming events specifically for H2 (i.e., H + 

H). The time logged by the CBAM was significantly far from that of the HOVA. The average 

difference between the timesteps from both methods is 519.5 fs. The CBAM logs the forming 

event later than the HOVA. While this is still being investigated, a theory that can explain this 

observation is based on the fact that the CBAM takes into account the possibility of a rebreak 

such that the forming event would not be logged if it breaks again within a short time. The 

atomic mass of the hydrogen atom is considerably smaller relative to carbon and oxygen. The 

small mass can explain why the hydrogen atom will move with high velocities (farther distances 

in short times) and any bonds that were formed between them will be broken again. Figure 26 is 

a plot of the interatomic distances per time step between two hydrogen atoms where this issue is 

observed. 
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Figure 26. Interatomic distances (d) between two hydrogen atoms (with indices 2 and 4) per 

time step. These atoms are initially not bonded but later became bonded early in the trajectory. 

However, CBAM logged the forming event at 841 fs. Before this point, the interatomic distances 

became high again shortly after the bond formed. Only after this point do we see that the 

interatomic distance remains small for a longer time (~120 fs), and then it is logged as a forming 

event.   
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CHAPTER 5: CONCLUSION AND FUTURE WORK 

 

Thermal decomposition of methyl linoleate was simulated using M06-2X/6-31+G(d,p). 

The pyrolysis was modeled using AIMD at 3500 K for a suitable time period. By utilizing an ab 

initio approach, we expect a more precise and comprehensive depiction of the pyrolysis process 

as it provides an atomic-level representation of the FAME system as it progresses in time. 

Theoretical results were in agreement with experimental data in terms of product distribution. 

However,  BDE analysis revealed that results can be improved by increasing the size of the 

ensemble and extending the timespan of the trajectory beyond 1000 fs.  With the need to create 

and analyze larger ensembles, there is a need to develop an automated method to improve time 

effectiveness of the post-simulation analysis and reduce the possibility of human errors. A 

computer-based automated method is currently being developed and actively being tested and 

optimized. This automated method has shown significant alignment with data acquired from the 

human-oriented visual analysis, indicating that the automated method works well and can be 

improved to meet required standards. However, some anommalies were observed in the results 

from the automated method. All three anomalies are linked to how the events are determined and 

logged by the method, two of which are in the breaking category and the last one is in the 

forming category (specifically between two hydrogen atoms). Finding another way to redefine 

these events in the method is a potential solution to these problems. 

This research is still ongoing, but future work would include AIMD investigations with 

this method on other FAMEs (methyl palmitate, methyl linolenate, methyl stearate, etc). 

Recommendations such as using larger ensembles with trajectories that have longer simulation 

time may be adopted for these future investigations. However, it is important to note that it takes 
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a considerable amount of time to produce a single trajectory (~72 hours for this work) and 

increasing the simulation time may increase the production time, making the research more 

computationally expensive. Thus, it is recommended that higher computational infrastructure be 

used for future investigations. This is important as such investigations will provide grounds for 

understanding the influence of molecular structure on the pyrolysis path. This understanding is 

crucial in determining and designing ideal FAMEs that would dissociate to produce useful 

industrial compounds. Investigations can also be done with triglycerides, the feed that produces 

biodiesel. Furthermore, the automated method should continue to be finetuned to meet required 

standards. This will definitely be a breakthrough in the computational chemistry space.  
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